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Alberto Costantiello1, Angelo Leogrande2, Lucio Laureti3 

 

The Corporate Innovation in Europe  

In this article we investigate the political and industrial determinants of firm investment in Research and 

Development. We use data from the European Innovation Scoreboard of the European Commission for 

36 countries in the period 2000-2019. We found that firm investments in Research and Development are 

positively associated with “Linkages”, “Innovation Index”, “International Co-publications”, “Medium 

and high-tech product exports”, “Non-R&D innovation expenditure”, “Turnover share large 

enterprises”, “Human Resources”, “Intellectual Assets”. Firm investments in Research and Development 

are negatively associated to “Foreign doctorate students”, “Knowledge-intensive services exports”, 

“Private co-funding of public R&D expenditures”, “Basic-school entrepreneurial education and training 

(SD)”, “New doctorate graduates”, “Trademark applications”, “Tertiary education” “Design 

applications”, “Lifelong Learning”, “Foreign-controlled enterprises – share of value added (SD)”, 

“Total Entrepreneurial Activity (TEA) (SD)”. 

 

1. Introduction 

The role of innovation has been recognized as an essential tool for economic growth. The Solow growth 

model (Solow, 1956)  considers the human capital as a determinant to improve the degree of technology 

and improve the degree of efficiency of labor. The endogenous growth theory (Romer, 1994) puts the 

technology at the center of the economic process considering the technological change as the main force 

that can improve outputs in the short term with fixed or quasi-fixed inputs. Schumpeterian economics 

(Schumpeter, 2013) has introduced the idea of the innovation for the process of economic growth either 

in the complex dynamics of the creative-destruction. In this article we try to understand what the 

determinants of the corporate investment in innovation in Europe are. We consider data from the 

European Innovation Scoreboard in the period 2000-2019 for 39 countries4.  We perform panel data 
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econometrics with fixed effects, random effects, pooled OLS, WLS and dynamic panel at 1 stage. We 

found that the probability of a corporation to invest in innovation in Europe is positively associated to: 

“Intellectual assets”, “Human resources”, “Non-R&D innovation expenditures”, “Medium and high 

tech product exports”, “International co-publications”, “Innovation index”, “Linkages”. The 

probability of European corporations to invest in innovation in Europe is negatively associated to 

“Foreign doctorate students”, “Knowledge-intensive services exports”,  “Private co-funding of public 

R&D expenditures”, “Basic-school entrepreneurial education and training (SD)”; “New doctorate 

graduates”, “Trademark applications”, “Tertiary education”, “Design applications”, “Lifelong 

learning”, “Foreign-controlled enterprises – share of value added (SD)”, “Total Entrepreneurial 

Activity (TEA)”. The article continues as follows: the second paragraph considers a short analysis of the 

literature with a focus on R&D intensity; the third paragraph presents the econometric model and the 

synthesis of the main results, the fourth paragraph contains the conclusions, the fifth paragraph indicates 

the bibliographical references, the sixth paragraphs is the appendix with the econometric analysis.  

2. Literature review 

Research and Development intensity can be calculated in two methods: directly and indirectly. Direct 

R&D intensity is defined R&D expenditure divided by output 𝑹&𝑫𝑰𝒏𝒕𝒆𝒏𝒔𝒊𝒕𝒚 = 𝑹&𝑫𝑰𝒏𝒕𝒆𝒏𝒔𝒊𝒕𝒚𝑶𝒖𝒕𝒑𝒖𝒕  . Indirect 

R&D intensity is the value of knowledge in intermediate goods and services. There is an essential 

difference between direct R&D intensity and indirect R&D intensity i.e. that while on one side direct 

R&D intensity can be analyzed using balance sheet data at a firm level on the other side indirect R&D 

intensity can be calculated with input-output tables 

(Ugur, et al., 2016) afford the question of the relationship between R&D intensity and firm survival. The 

authors analyze 37.930 R&D active firms in the UK in the period 1998-2012. The results are as follows: 

 The relationship between Research and Development intensity and firm survival as an inverted 

U shape pattern; 

 Research and Development intensity growths with the degree of concentration of a market; 

 Creative destruction has a negative effect on R&D intensity.  

The authors control the results for age, size, and productivity.  

(Padgett & Galan, 2010) analyze the impact of Research and Development intensity on Corporate Social 

Responsibility. The authors focalize on the intangible resources. There is a positive association between 

Corporate Social Responsibility and Research and Development activity since both created intangible 
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values and empower either stakeholders either communities. The authors analyze either manufacturing 

industries either non-manufacturing industries and find that Research and Development intensity 

positively affect Corporate Social Responsibility in manufacturing industries. The positive relationship 

between Research and Development and Corporate Social Responsibility is absent for the case of non-

manufacturing industries.  

(Churchill, et al., 2019) question the relationship between Research and Development intensity and CO2 

emission per capita in G7 countries. The authors find that R&D activities have a positive effect on 

reducing CO2 emissions in G7 countries. Results shows that 1% increase in R&D intensity reduces CO2 

emissions between 0.13% and 0.16%. 

(Falk, 2012) affords the question of the relationship between Research and Development intensity and 

firm growth activities in Austria in the period 1995-2006. The results show that R&D intensity has a 

positive effect on employment and sales growth. But the impact of R&D on firm growth decreases over 

time.  

(Mathieu & De La Potterie, 2010) analyze how macro-economic conditions on a country level base can 

impact aggregate R&D intensity. The authors analyze 21 industrial sectors, 18 countries in 5 years. 

Results show that there is a positive relationship between national industrial structure and R&D intensity 

on a country base. The authors find that there are countries in which the macroeconomic environment is 

particularly favorable to R&D and countries in which the R&D intensity is based on R&D expected 

returns such as in USA, Sweden, and Japan.  

(Savrul & Incekara, 2015) afford the question of the increasing relevance of knowledge and technology 

in the globalization as instruments to promote economic growth. There are two methodologies by which 

countries can improve the investment in knowledge and technology: on one hand countries can 

implement specific policies that improve the degree of technical knowledge or on the other hand firms 

can spontaneously create and promote a cultural and productive environment oriented to innovation and 

Research and Development. But if countries need to improve the level of innovation than they should 

focus on appropriate policies and investments either public either private. But not all investments in 

innovation can improve innovation performance. The authors conclude that environmental and cultural 

factors have a relevant role in reducing the gap between innovation investments and innovation 

performance. 

(Gentry & Shen, 2013) afford the question of the relationship between risk averse managers and Research 

and Development expenditures in firms that are influenced by external evaluations such as that of 

forecasting analysts. The authors find that managers are oriented to cut R&D expenditures during a crisis 
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or either in the case of missing target. Authors use data from US manufacturing firms during the period 

1979-2005. 

(Adomako, et al., 2019) analyze the relationship between Research and Development and New Product 

Performance-NPP. The authors report literature that explains the presence of a positive relationship 

between Research and Development and New Product Performance. But to better understand the 

question authors introduce the idea of international R&D i.e., the fact that R&D cannot produce 

autonomously by single countries, but it is at the contrary based on the presence of international R&D 

teams. The authors analyze 201 Ghanaian firms and find that there is a positive relationship between 

R&D and New Product Performance especially for that firms that relate to international R&D team.  

(Nunes, et al., 2012) afford the impact of R&D intensity either in high tech either in non-high tech small 

sized enterprise. The results show that R&D intensity has a positive effect for firm growth only for high 

tech small enterprises. R&D intensity has no effect for low-tech small and medium enterprises. But the 

authors also find that younger and smaller non-high tech SMEs can benefit from R&D intensity at least 

better than older, larger non-high tech SMEs.  

(Booltink & Saka-Helmhout, 2018) afford the question of the relationship between R&D investment and 

non-high tech small enterprises. The authors consider that while it is certain that while on one hand R&D 

intensity is positively associated to the performance of high-tech small enterprises on the other hand 

R&D intensity is negatively correlated to the performance firm in non-high tech small enterprises. The 

degree of R&D investment in non-high tech firms is limited. But the investment in R&D for non-high 

tech SMEs is also important for their performance and survival. The authors find an inverted U-shaped 

relationship between R&D intensity and non high-tech SMEs performance. Non high-tech SMEs that are 

oriented to exportations can benefit more from R&D investments.  

(Wang, et al., 2018) analyze the relationship between political, managerial, and cognitive bias in respect 

to R&D. The authors believe that political influences and managerial cognitive biases can reduce the 

degree of R&D intensity in developing countries. 1.293 Chinese listed firms are analyzed in the period 

2010-2014. The authors find the sequent results:  

 If manager are subject to political ties than they can reduce the degree of R&D intensity; 

 Managers overconfidence improve R&D intensity; 

 If managers are either subjects to political ties and either overconfident than R&D intensity tends 

to growth;  

The authors conclude that an appropriate managerial mind-set based on overconfidence can improve 

R&D investments in emerging countries.  
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(Diéguez-Soto, et al., 2019) analyze the relationship among Research and Development intensity, family 

management and firm performance. Family management is negatively associated to firm performance. 

Research and Development intensity is positively associated to firm performance. Research and 

Development intensity alleviate the negative impact of family management on firm performance.  

(Purkayastha, et al., 2018) affords the question of the relationship between R&D intensity and the degree 

of internationalization. The authors show the presence of a positive relationship between R&D intensity 

and internationalization in Indian firms.  

(Min & Smyth, 2016) analyze the relationship among Research and Development intensity, corporate 

leverage, and growth opportunities. The authors find that generally Research and Development is 

positively associated to growth opportunities. But for firms that have greater leverage the impact of 

Research and Development is negatively associated to growth. The authors use a dataset with data of 

South Korea.  

(Yunlu & Murphy, 2012) afford the question of the ability of managers to invest in Research and 

Development during a recession. Empirical analysis shows that during a recession there is a reduction in 

R&D spending. But, controlling for the characteristics of the CEOS, the authors find that CEOs with 

shorter career horizon tend to reduce the investment in Research and Development more that CEOs whit 

longer career horizon. The authors suggest that the individual incentives of CEOs in connection with 

their career expectation can have a role in the investment choice in Research and Development during a 

recession.  

(Padgett & Moura-Leite, 2012) afford the question of the relationship between Research and 

Development intensity and corporate reputation. The authors tested their hypothesis on 257 US firms in 

the period 2004-2007. The authors try to analyze the relationship between Research and Development 

intensity and corporate reputation especially for that innovation that can produce social benefits that are 

valuable for stakeholders. If firms in boosting their expenditure in Research and Development can 

produce social valuable innovation than the corporate reputation of the firm increases. Managers can 

improve the corporate reputation of firms investing in Research and Development in connection with 

corporate social responsibility. The increasing in Corporate Reputation, Corporate Social Responsibility 

and Research and Development can offer greater probability to improve profits in the long run. 

(Bordons, et al., 2015)  afford the question of the positive relationship between international collaboration 

and Research and Development. The authors analyzed 9.961 scientific article. The results show that the 

large part of the bilateral collaboration have been realized among countries with high Research and 

Development intensity. The presence of a positive relationship between co-publication and countries 
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with an elevated degree of Research and Development intensity is high especially in Social Sciences. 

Mathematics is the only field in which international collaboration among co-authors is relatively 

independent from Research and Development intensity at a country level.  

(Naik, et al., 2014) afford the question of the relationship between R&D expenditure and market 

valuation of the firm. The authors use data from 326 R&D Indian firms in the period 2001-2010. Results 

shows the presence of an inverted U-shaped relationship between R&D intensity and firm value. The 

relationship between R&D investment and the firm value is rising until the optimal point. After the 

optimal point, the marginal investment in R&D has decreasing returns.  

(Veugelers & Cincera, 2010) analyze the degree of innovation in the European Union. The authors find 

that the level of innovation in European Union is low especially controlling for the degree of Research 

and Development in the business sector. In a confrontation with USA the weakness of EU consists in the 

fact that new firms play a marginal role in the sense of innovation especially for high-tech industries. 

The authors find that effectively the level of innovative young firms in Europe is lower than the analogous 

in the US. But the main point of the authors is the fact that young leading innovators in Europe generate 

lower level of Research and Development in respect to their counterparts. The authors conclude that the 

R&D gap between EU and USA is not only due to the demography of young tech firms, but it is ascribable 

to deeper and structural investments.  

(Kraiczy, et al., 2015) afford the question of the relationship between CEOs culture and the investment 

in Research and Development. The authors refer to the “upper echelon theory” i.e., a theory that consider 

the organizational outcomes as a function of managerial cultures and values. The expenditure in Research 

and Development can be predicted by the presence of managerial individual characteristics i.e., 

behaviors, values, personalities, motivations, and executives’ experiences. The authors consider the 

relationship among firm growth, Research and Development intensity and CEO orientation toward 

innovation. The study analyzes also if the CEO orientation toward Research and Development change in 

respect to dimension of the firm and in connection to the economic cycle. The study analyzes 77 German 

CEOS of SMEs. The result shows the presence of a positive effect between R&D intensity and CEO’s 

orientation toward innovation. The positive effect between CEO innovation orientation and R&D 

intensity is greater in firms with low growth. 

 
 

3. The model 

The sequent model is estimated: 
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𝑭𝒊𝒓𝒎𝑰𝒏𝒗𝒆𝒔𝒕𝒎𝒆𝒏𝒕𝒊𝒕= 𝒂𝟏 + 𝒃𝟏(𝑩𝒂𝒔𝒊𝒄𝑺𝒄𝒉𝒐𝒐𝒍𝑬𝒏𝒕𝒓𝒆𝒑𝒓𝒆𝒏𝒆𝒖𝒓𝒊𝒂𝒍𝑬𝒅𝒖𝒄𝒂𝒕𝒊𝒐𝒏𝑨𝒏𝒅𝑻𝒓𝒂𝒊𝒏𝒊𝒏𝒈)𝒊𝒕+ 𝒃𝟐(𝑫𝒆𝒔𝒊𝒈𝒏𝑨𝒑𝒑𝒍𝒊𝒄𝒂𝒕𝒊𝒐𝒏𝒔)𝒊𝒕 + 𝒃𝟑(𝑭𝒐𝒓𝒆𝒊𝒈𝒏𝑫𝒐𝒄𝒕𝒐𝒓𝒆𝑺𝒕𝒖𝒅𝒆𝒏𝒕𝒔)𝒊𝒕+ 𝒃𝟒(𝑭𝒐𝒓𝒆𝒊𝒈𝒏𝑪𝒐𝒏𝒕𝒓𝒐𝒍𝒍𝒆𝒅𝑬𝒏𝒕𝒆𝒓𝒑𝒓𝒊𝒔𝒆𝒔𝑺𝒉𝒂𝒓𝒆𝑶𝒇𝑽𝒂𝒍𝒖𝒆𝑨𝒅𝒅𝒆𝒅)𝒊𝒕+ 𝒃𝟓(𝑯𝒖𝒎𝒂𝒏𝑹𝒆𝒔𝒐𝒖𝒓𝒄𝒆𝒔)𝒊𝒕 + 𝒃𝟔(𝑰𝒏𝒏𝒐𝒗𝒂𝒕𝒊𝒐𝒏𝑰𝒏𝒅𝒆𝒙)𝒊𝒕+ 𝒃𝟕(𝑰𝒏𝒕𝒆𝒍𝒍𝒆𝒄𝒕𝒖𝒂𝒍𝑨𝒔𝒔𝒆𝒕𝒔)𝒊𝒕 + 𝒃𝟖(𝑰𝒏𝒕𝒆𝒓𝒏𝒂𝒕𝒊𝒐𝒏𝒂𝒍𝑪𝒐𝑷𝒖𝒃𝒍𝒊𝒄𝒂𝒕𝒊𝒐𝒏𝒔)𝒊𝒕+ 𝒃𝟗(𝑲𝒏𝒐𝒘𝒍𝒆𝒅𝒈𝒆𝑰𝒏𝒕𝒆𝒏𝒔𝒊𝒗𝒆𝑺𝒆𝒓𝒗𝒊𝒄𝒆𝒔𝑬𝒙𝒑𝒐𝒓𝒕𝒔)𝒊𝒕 + 𝒃𝟏𝟎(𝑳𝒊𝒇𝒆𝒍𝒐𝒏𝒈𝑳𝒆𝒂𝒓𝒏𝒊𝒏𝒈)𝒊𝒕+ 𝒃𝟏𝟏(𝑳𝒊𝒏𝒌𝒂𝒈𝒆𝒔)𝒊𝒕 + 𝒃𝟏𝟐(𝑴𝒆𝒅𝒊𝒖𝒎𝑨𝒏𝒅𝑯𝒊𝒈𝒉𝑻𝒆𝒄𝒉𝑷𝒓𝒐𝒅𝒖𝒄𝒕𝑬𝒙𝒑𝒐𝒓𝒕𝒔)𝒊𝒕+ 𝒃𝟏𝟑(𝑵𝒆𝒘𝑫𝒐𝒄𝒕𝒐𝒓𝒂𝒕𝒆𝑮𝒓𝒂𝒅𝒖𝒂𝒕𝒆𝒔)𝒊𝒕+ 𝒃𝟏𝟒(𝑵𝒐𝒏𝑹&𝑫𝑰𝒏𝒏𝒐𝒗𝒂𝒕𝒊𝒐𝒏𝑬𝒙𝒑𝒆𝒏𝒅𝒊𝒕𝒖𝒓𝒆)𝒊𝒕+ 𝒃𝟏𝟓(𝑷𝒓𝒊𝒗𝒂𝒕𝒆𝑪𝒐𝑭𝒖𝒏𝒅𝒊𝒏𝒈𝑶𝒇𝑷𝒖𝒃𝒍𝒊𝒄𝑹&𝑫𝑬𝒙𝒑𝒆𝒏𝒅𝒊𝒕𝒖𝒓𝒆𝒔)𝒊𝒕+ 𝒃𝟏𝟔(𝑻𝒆𝒓𝒕𝒊𝒂𝒓𝒚𝑬𝒅𝒖𝒄𝒂𝒕𝒊𝒐𝒏)𝒊𝒕 + 𝒃𝟏𝟕(𝑻𝒐𝒕𝒂𝒍𝑬𝒏𝒕𝒓𝒆𝒑𝒓𝒆𝒏𝒆𝒖𝒓𝒊𝒂𝒍𝑨𝒄𝒕𝒊𝒗𝒊𝒕𝒚)𝒊𝒕+ 𝒃𝟏𝟖(𝑻𝒓𝒂𝒅𝒆𝒎𝒂𝒓𝒌𝑨𝒑𝒑𝒍𝒊𝒄𝒂𝒕𝒊𝒐𝒏)𝒊𝒕+ 𝒃𝟏𝟗(𝑻𝒖𝒓𝒏𝒐𝒗𝒆𝒓𝑺𝒉𝒂𝒓𝒆𝑳𝒂𝒓𝒈𝒆𝑬𝒏𝒕𝒆𝒓𝒑𝒓𝒊𝒔𝒆𝒔)𝒊𝒕 
With 𝒊 = 𝒄𝒐𝒖𝒏𝒕𝒓𝒊𝒆𝒔, 𝒕 = 𝒕𝒊𝒎𝒆 

The econometric analysis shows that the degree of firm investment in innovation is positively associated 

with: 

 Intellectual assets: captures different forms of Intellectual Property Rights -IPR generated in the 

innovation process. This means that the probability of a firm to invest in innovation increases 

with the diffusion of property rights and patents. Corporations that operate in entrepreneurial 

environments characterized by the presence of patents can have more opportunities to improve 

the innovativeness of their business through investment.  

 Human resources: is a global measure of the diffusion of scientific and technical knowledge 

among the workforce population. If a firm can employ workers with a high human capital than 

there are more probabilities to improve the investment in innovation. In effect a qualified human 

capital has more ability to create innovation either in R&D activities either in non-R&D 

operations.  

 Turnover share large enterprises: this is a measure of a turnover in enterprises with more than 

250 employees. There is a positive relationship between turnover in large enterprises and the 
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corporate innovation investment in Europe. Turnover in effect can liberate qualified workforce 

that can be employed successively in other corporations improving the degree of innovation.  

 Non R&D innovation expenditures: is the complex of innovation that can be realized either 

outside the R&D department. Non-R&D innovation expenditures give to firms a more innovative 

approach since all the departments and functions of the firm participate actively in the process of 

innovation. The net effect is a more innovative orientation of the corporation.  

 Medium and high-tech product exports: corporations that operate in economic environment based 

on a deep orientation toward exportation of medium and high-tech products invest more in 

innovation. This deep orientation toward innovation can be explained since in the presence of 

exportations firms can improve their returns on investment associated to innovation. 

 International co-publications: the presence of international relations among scholars oriented to 

improve publication can offer a cultural environment favorable to science and technology that 

can induce corporations to improve their investments.  

 Innovation index: is a global measure of the orientation of a country toward innovation not only 

in the private sector but also in the public sector. If a firm is inserted in a environment positively 

shaped by a high degree of innovativeness then there are greater probabilities that that firm could 

improve their investment in innovation.  

 Linkages: is a measure of the degree of interconnectedness among private sector, public sector 

and financial sector in the sense of innovation. The greater the interconnectedness among these 

sectors the greater the probability that a corporation improve the investment in innovation.  

We found that the degree of firm investment in innovation is negatively associated to: 

 Foreign doctorate students: is the share of foreign doctorate students that reflect international 

mobility. The share of foreign doctorate students can be considered as an essential variable to 

improve the degree of research in a country. But the improving share of foreign doctorate student 

misses the positive relationship with the corporate innovation investment. The negative 

relationship between foreign doctorate students and the corporate innovation investment can be 

explained considering that firms seems to be indifferent to the quality of tertiary education.  

 Knowledge-intensive services exports: is a measure of the competitiveness of the knowledge 

intensive service sector. But, contrary to the export of high-tech products, the exportation of 

knowledge intensive services is negatively associated to corporate innovation investment. This 
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can be since the service sector is more based on intangible assets and require less investment in 

equipment, machinery, infrastructures, and intermediate goods.  

 Private co-funding of public R&D expenditures: is a measure of the cooperation between the 

public and the private sector to improve the degree of innovativeness of a productive system at a 

country level. But there is a negative trade off between the financial resources that a firm can use 

to boost the public-private partnership and the resources that firm can use to invest in the 

innovation process.  

 Basic-school entrepreneurial education and training: is a measure of the ability of an educational 

system at a national level to promote business culture. There is a negative relationship between 

the corporate innovation investment and the educational level in business in the 36 countries of 

the analyzed dataset for the period 2000-2019.  

 New doctorate graduates: is a measure of the supply in tertiary education. This variable is 

negatively associated to the corporate innovation investment in Europe. Even if the general level 

of human resources is positively associated to corporate innovation investment, the specific 

increase of the number of doctorate graduate do not improve the innovation investment among 

corporations.  

 Trademark applications: is a relevant variable to boost the economics of the service sectors. Since 

trademark application can guarantee the origin of goods and services and it is a form of 

communication especially for publicity and advertising. But the choice of a corporation to invest 

in innovation does not depend on the improving of trademark applications. Corporations are more 

interested in patents and intellectual property rights that can be used to produce new products and 

services rather than in trademark applications.  

 Tertiary education: this is a measure that consider the supply of advanced skills in the workforce 

population. But this variable comprehends either scientific either non-scientific skills. 

Specifically, non-scientific skills are more widespread in the service sector rather than in the 

manufacturing sector. Firms that invest in innovation are more oriented to product innovation 

than to process innovation and are more sensible to the presence of a specific workforce that has 

skills in STEM fields.  

 Design applications: is the recognizing of rights that regard the lines, contours, colors, shape, 

texture, materials, and ornamentation of a product or of a part of a product. The increasing of 
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design application is negatively associated to the decision of a corporation to invest in innovation 

in Europe. Design has in effect more affinity with marketing than with innovation.  

 Lifelong learning: is the process of continuous learning either formal either informal of 

population at a country level. Lifelong learning activities does not comprehend cultural and 

sporting activities. Lifelong learning is negatively associated to the decision of a firm to invest in 

innovation. The negative relationship can be better understood considering that lifelong learning 

is not necessarily oriented to scientific and technological knowledge and consequently is not 

necessarily associated to the decision of a corporation to invest in innovation.  

 Foreign-controlled enterprises – share of value added: the presence of foreign controlled 

enterprises is negatively associated to the probability of a corporation to invest in innovation. In 

effect generally foreign controlled enterprises operate in low and medium tech industries that 

require low or no investments in innovations. The diffusion of low or medium tech corporations 

depresses the degree of innovation among corporations.  

 Total Entrepreneurial Activity (TEA): is the percentage of the population that is an entrepreneur 

or a owner manager of a business. This variable is negatively associated to the probability of a 

corporation to invest in innovation. When a firm decides to invest in innovation is not interested 

in the percentage of entrepreneurs presents among the population but, at the contrary, it is more 

interested in the quality of innovation and in the orientation of the entire productive system 

towards high tech industries. 
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Figure 1. A graphical representation of the Pooled OLS regression. Source: European Innovation Scoreboard-European Commission. 

 

Figure 2. Synthesis of the main results. Source: European Innovation Scoreboard-European Commission.  
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4. Conclusions  

 

We investigate the determinants of the corporate investment in innovation in Europe. We report a short 

literature analysis that consider the role of R&D intensity for firm performance and growth. Finally, we 

run an econometric analysis to estimate the determinants of firm investment in innovation in Europe for 

36 countries in the period 2000-2019.  We found that the probability of a corporation to invest in 

innovation in Europe is positively associated to: “Intellectual assets”, “Human resources”, “Non-R&D 

innovation expenditures”, “Medium and high-tech product exports”, “International co-publications”, 

“Innovation index”, “Linkages”. The probability of European corporations to invest in innovation in 

Europe is negatively associated to “Foreign doctorate students”, “Knowledge-intensive services 

exports”,  “Private co-funding of public R&D expenditures”, “Basic-school entrepreneurial education 

and training (SD)”; “New doctorate graduates”, “Trademark applications”, “Tertiary education”, 

“Design applications”, “Lifelong learning”, “Foreign-controlled enterprises – share of value added 

(SD)”, “Total Entrepreneurial Activity (TEA)”. 
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Pooled OLS, usando 360 osservazioni 

Incluse 36 unità cross section 
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Lunghezza serie storiche = 10 
Variabile dipendente: A18 

 
  Coefficiente Errore Std. rapporto t p-value  

const 0,102261 1,42108 0,07196 0,9427  
A4 −0,205116 0,0307653 −6,667 <0,0001 *** 
A7 −0,331772 0,0308092 −10,77 <0,0001 *** 
A19 −0,0765325 0,0142587 −5,367 <0,0001 *** 
A20 −0,797708 0,0581058 −13,73 <0,0001 *** 
A23 0,820716 0,0537985 15,26 <0,0001 *** 
A24 0,220485 0,0339522 6,494 <0,0001 *** 
A29 0,850774 0,0515401 16,51 <0,0001 *** 
A30 0,223805 0,0222556 10,06 <0,0001 *** 
A31 −0,0929925 0,0280463 −3,316 0,0010 *** 
A32 −0,372692 0,0219315 −16,99 <0,0001 *** 
A33 0,191059 0,0479063 3,988 <0,0001 *** 
A35 0,250468 0,0268734 9,320 <0,0001 *** 
A37 −0,219273 0,0265266 −8,266 <0,0001 *** 
A38 0,273629 0,0143379 19,08 <0,0001 *** 
A43 −0,114044 0,0401407 −2,841 0,0048 *** 
A53 −0,327178 0,0217349 −15,05 <0,0001 *** 
A55 −0,949982 0,167851 −5,660 <0,0001 *** 
A56 −0,248986 0,0297559 −8,368 <0,0001 *** 
A57 0,314798 0,0499756 6,299 <0,0001 *** 

 

Media var. dipendente  84,48346  SQM var. dipendente  61,26304 
Somma quadr. residui  60121,17  E.S. della regressione  13,29763 
R-quadro  0,955379  R-quadro corretto  0,952886 
F(19, 340)  383,1468  P-value(F)  1,7e-216 
Log-verosimiglianza −1432,060  Criterio di Akaike  2904,121 
Criterio di Schwarz  2981,843  Hannan-Quinn  2935,024 
rho  0,768089  Durbin-Watson  0,518418 
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Effetti fissi, usando 360 osservazioni 

Incluse 36 unità cross section 
Lunghezza serie storiche = 10 

Variabile dipendente: A18 
 

  Coefficiente Errore Std. rapporto t p-value  
const 0,135027 1,11515 0,1211 0,9037  
A4 −0,189534 0,0457851 −4,140 <0,0001 *** 
A7 −0,212259 0,0351597 −6,037 <0,0001 *** 
A19 −0,0493911 0,0193649 −2,551 0,0112 ** 
A20 −0,671159 0,0798313 −8,407 <0,0001 *** 
A23 0,873968 0,0783475 11,16 <0,0001 *** 
A24 0,313319 0,0462968 6,768 <0,0001 *** 
A29 0,581218 0,0658146 8,831 <0,0001 *** 
A30 0,146092 0,0238445 6,127 <0,0001 *** 
A31 −0,0847928 0,0407698 −2,080 0,0384 ** 
A32 −0,332622 0,0301942 −11,02 <0,0001 *** 
A33 0,201239 0,0538450 3,737 0,0002 *** 
A35 0,244283 0,0353025 6,920 <0,0001 *** 
A37 −0,243492 0,0366267 −6,648 <0,0001 *** 
A38 0,262270 0,0160219 16,37 <0,0001 *** 
A43 −0,101282 0,0479249 −2,113 0,0354 ** 
A53 −0,325432 0,0297079 −10,95 <0,0001 *** 
A55 −0,675597 0,183340 −3,685 0,0003 *** 
A56 −0,219028 0,0329575 −6,646 <0,0001 *** 
A57 0,294766 0,0543859 5,420 <0,0001 *** 

 

Media var. dipendente  84,48346  SQM var. dipendente  61,26304 
Somma quadr. residui  29018,42  E.S. della regressione  9,754095 
R-quadro LSDV  0,978463  R-quadro intra-gruppi  0,964263 
LSDV F(54, 305)  256,6068  P-value(F)  4,7e-224 
Log-verosimiglianza −1300,943  Criterio di Akaike  2711,885 
Criterio di Schwarz  2925,621  Hannan-Quinn  2796,871 
rho  0,442061  Durbin-Watson  0,956022 

 

Test congiunto sui regressori - 
 Statistica test: F(19, 305) = 433,133 
 con p-value = P(F(19, 305) > 433,133) = 6,47799e-208 
 
Test per la differenza delle intercette di gruppo - 
 Ipotesi nulla: i gruppi hanno un'intercetta comune 
 Statistica test: F(35, 305) = 9,34021 
 con p-value = P(F(35, 305) > 9,34021) = 3,68821e-031 
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Modello 91: Effetti casuali (GLS), usando 360 osservazioni 

Con trasformazione di Nerlove 
Incluse 36 unitÃ  cross section 
Lunghezza serie storiche = 10 

Variabile dipendente: A18 
 

  Coefficiente Errore Std. z p-value  
const 0,122743 2,24943 0,05457 0,9565  
A4 -0,193728 0,0411760 -4,705 <0,0001 *** 
A7 -0,232263 0,0330482 -7,028 <0,0001 *** 
A19 -0,0557447 0,0177073 -3,148 0,0016 *** 
A20 -0,697654 0,0728454 -9,577 <0,0001 *** 
A23 0,868616 0,0706871 12,29 <0,0001 *** 
A24 0,295828 0,0421476 7,019 <0,0001 *** 
A29 0,629339 0,0609199 10,33 <0,0001 *** 
A30 0,157948 0,0225759 6,996 <0,0001 *** 
A31 -0,0858584 0,0368147 -2,332 0,0197 ** 
A32 -0,339458 0,0273871 -12,39 <0,0001 *** 
A33 0,204689 0,0507151 4,036 <0,0001 *** 
A35 0,246979 0,0324365 7,614 <0,0001 *** 
A37 -0,240728 0,0333561 -7,217 <0,0001 *** 
A38 0,263169 0,0151474 17,37 <0,0001 *** 
A43 -0,108423 0,0447388 -2,423 0,0154 ** 
A53 -0,326585 0,0270072 -12,09 <0,0001 *** 
A55 -0,713541 0,173391 -4,115 <0,0001 *** 
A56 -0,224129 0,0310449 -7,220 <0,0001 *** 
A57 0,300296 0,0511124 5,875 <0,0001 *** 

 

Media var. dipendente  84,48346  SQM var. dipendente  61,26304 
Somma quadr. residui  67580,47  E.S. della regressione  14,07776 
Log-verosimiglianza -1453,113  Criterio di Akaike  2946,225 
Criterio di Schwarz  3023,947  Hannan-Quinn  2977,129 
rho  0,442061  Durbin-Watson  0,956022 

 

 
 Varianza 'between' = 120,792 
 Varianza 'within' = 80,6067 
 Theta usato per la trasformazione = 0,749886 
Test congiunto sui regressori - 
 Statistica test asintotica: Chi-quadro(19) = 8775,8 
 con p-value = 0 
 
Test Breusch-Pagan - 
 Ipotesi nulla: varianza dell'errore specifico all'unità = 0 
 Statistica test asintotica: Chi-quadro(1) = 259,102 
 con p-value = 2,693e-058 
 



20 

 

Test di Hausman - 
 Ipotesi nulla: le stime GLS sono consistenti 
 Statistica test asintotica: Chi-quadro(19) = 10,5737 
 con p-value = 0,937347 
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Modello 92: WLS, usando 360 osservazioni 
Incluse 36 unità cross section 

Variabile dipendente: A18 
Pesi basati sulle varianze degli errori per unità 

  Coefficiente Errore Std. rapporto t p-value  
const −0,0318570 0,975417 −0,03266 0,9740  
A4 −0,206543 0,0179554 −11,50 <0,0001 *** 
A7 −0,341205 0,0249589 −13,67 <0,0001 *** 
A19 −0,0386783 0,0104116 −3,715 0,0002 *** 
A20 −0,771054 0,0433407 −17,79 <0,0001 *** 
A23 0,784972 0,0416887 18,83 <0,0001 *** 
A24 0,255491 0,0307416 8,311 <0,0001 *** 
A29 0,847148 0,0467390 18,13 <0,0001 *** 
A30 0,227350 0,0152700 14,89 <0,0001 *** 
A31 −0,119252 0,0220984 −5,396 <0,0001 *** 
A32 −0,394969 0,0165223 −23,91 <0,0001 *** 
A33 0,184159 0,0354649 5,193 <0,0001 *** 
A35 0,249531 0,0189533 13,17 <0,0001 *** 
A37 −0,215009 0,0171880 −12,51 <0,0001 *** 
A38 0,265618 0,0105306 25,22 <0,0001 *** 
A43 −0,0757807 0,0292916 −2,587 0,0101 ** 
A53 −0,352558 0,0174342 −20,22 <0,0001 *** 
A55 −0,657238 0,147322 −4,461 <0,0001 *** 
A56 −0,226607 0,0254036 −8,920 <0,0001 *** 
A57 0,270514 0,0317873 8,510 <0,0001 *** 

 

Statistiche basate sui dati ponderati: 
Somma quadr. residui  327,7706  E.S. della regressione  0,981851 
R-quadro  0,981540  R-quadro corretto  0,980509 
F(19, 340)  951,4933  P-value(F)  1,5e-281 
Log-verosimiglianza −493,9357  Criterio di Akaike  1027,871 
Criterio di Schwarz  1105,593  Hannan-Quinn  1058,775 

 

Statistiche basate sui dati originali: 
Media var. dipendente  84,48346  SQM var. dipendente  61,26304 
Somma quadr. residui  63680,20  E.S. della regressione  13,68557 
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Modello 94: Panel dinamico a un passo, usando 288 osservazioni 
Incluse 36 unità cross section 

Matrice H conforme ad Ox/DPD 
Variabile dipendente: A18 

 
  Coefficiente Errore Std. z p-value  

A18(-1) 0,0396763 0,0203641 1,948 0,0514 * 
const −0,649042 0,681191 −0,9528 0,3407  
A4 −0,272938 0,0524163 −5,207 <0,0001 *** 
A7 −0,203129 0,0557553 −3,643 0,0003 *** 
A19 −0,0615031 0,0312912 −1,966 0,0494 ** 
A20 −0,588928 0,192403 −3,061 0,0022 *** 
A23 1,00568 0,202832 4,958 <0,0001 *** 
A24 0,270533 0,0787369 3,436 0,0006 *** 
A29 0,498735 0,128941 3,868 0,0001 *** 
A30 0,161308 0,0410625 3,928 <0,0001 *** 
A31 −0,115130 0,0531642 −2,166 0,0303 ** 
A32 −0,327066 0,0782227 −4,181 <0,0001 *** 
A33 0,234847 0,0677341 3,467 0,0005 *** 
A35 0,179467 0,0656409 2,734 0,0063 *** 
A37 −0,261322 0,0859418 −3,041 0,0024 *** 
A38 0,278273 0,0213525 13,03 <0,0001 *** 
A43 −0,150148 0,0579174 −2,592 0,0095 *** 
A53 −0,342374 0,0703057 −4,870 <0,0001 *** 
A55 −0,623954 0,331483 −1,882 0,0598 * 
A56 −0,177840 0,0633097 −2,809 0,0050 *** 
A57 0,298799 0,0851788 3,508 0,0005 *** 

 

Somma quadr. residui  26808,72  E.S. della regressione  10,02034 
 

Numero di strumenti = 41 
Test per errori AR(1): z = -2,41267 [0,0158] 
Test per errori AR(2): z = 1,29273 [0,1961] 

Test di sovra-identificazione di Sargan: Chi-quadro(20) = 14,9784 [0,7776] 
Test (congiunto) di Wald: Chi-quadro(20) = 6095,71 [0,0000] 
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