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Abstract
Background Educators need new tools to teach resident learners how to evaluate the privacy risks of and
utilize the bene�ts of smartphone applications with their patients. To address this need for education
addressing the changing landscape of mental health care delivery, we sought to create a simple tool that
can be used in the clinic. Through this 10-point assessment framework for screening health apps based
from ethical principles of the General Data Protection Regulation (GDPR), we propose a method that
educators can utilize to teach residents about the privacy concerns of utilizing smartphone applications
as part of clinical care with their patients. Methods We utilized an ethical-educational framework we
developed from ethical principles of the GDPR with a group of 27 psychiatry residents from two
academic centers for a simulation exercise to assess harms of using smartphone apps with a patient.
Results All 27 raters completed the evaluations, but only 24 reported a time record for completion of the
evaluation. The mean time to evaluate the privacy policy of the sample app’s privacy policy was 434.2
seconds (just over �ve minutes). Percentage agreement of each question on the survey ranged from a
high of 81.5% to a low of 48.1%. Conclusions In this study, we developed an assessment framework
based on the ethical principles contained within the GDPR to utilize for education of resident learners
around digital health privacy. This is the �rst framework developed for resident learners to help them
understand the potential risks to patient privacy with the use of smartphone applications for mental
health. The discussion prompted by an examination of a privacy policy through this framework highlights
the need for further educational tools built into the residency education curriculum regarding these risks
as use of these applications become more wide spread.

Background:
While mobile digital health technologies like smartphone apps offer the potential of increased access to
innovative care in the near future, today many present concrete risks to patient privacy and a direct
challenge to medical ethics [1]. This poses a new academic challenge of how to teach resident learners to
be aware of and respond to these risks to patient privacy. Educators need new tools to teach resident
learners how to evaluate the privacy risks of and utilize the bene�ts of smartphone applications with their
patients. To fail to do so raises the risk of not preparing resident learners to be able to work effectively in
a world with increasingly digitally based models of care delivery [2]. To address this need for education
addressing the changing landscape of mental health care delivery, we sought to create a simple tool that
can be used in the clinic. Through this 10-point assessment framework for screening health apps based
from ethical principles of the General Data Protection Regulation (GDPR), we propose a method that
educators can utilize to teach residents about the privacy concerns of utilizing smartphone applications
as part of clinical care with their patients.  

Patients are increasingly utilizing more self-help resources for their health, but residents are not trained to
evaluate their safety or e�cacy. In particular, one of the self-help resources patients are using
increasingly is smartphone applications for their health [3]. There has been especially strong interest in
mental health apps, likely because of the scarcity of mental health services in all countries around the
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world [4], yet less attention to training clinicians how to evaluate and use them. While this increase in
patient interest to take charge of their own health through the use of technology offers many potential
bene�ts, there are potential harms as well that both patients and clinicians need to be aware of and
discuss.

One challenge for educators in teaching residents about digital technologies like apps is that these
regulations are confusing and remain in �ux.  Although resident learners are currently in the age bracket
of millennials and are “digital natives” in that they grew up utilizing technology both for education and
pleasure [5], even they are not fully informed regarding the privacy policies and regulations in place for
smartphone applications. In the United States, the vast majority of health apps exists outside of federal
privacy protection (eg HIPAA) and instead uses their privacy policy to outline how patient’s personal
health information is used, shared, or even marketed [6]. There is no federal law currently that regulates
the collection and use of personal data. In Massachusetts, companies are required to encrypt any
personal data that travels through public networks and California’s Consumer Privacy Act instills rules
upon companies regarding clients’ data [7]. While educators are not expected to be health technology
policy experts, it is clear that teaching residents to use technology in a safe and effective manner will
require a focus on higher level principles that will offer relevant guidance regardless of changes in policy.
Such higher-level principles must be ethical guidance, which can offer clear direction even in the face of
rapidly changing technology, policy, and regulation. Considering this new competency area for mobile
health and smartphone apps grounded in integrity and ethical behavior well aligns with existing
professional development frameworks for psychiatry education [8]. Practical and clinically actionable
skills for ethical behavior with regards to smartphone apps include being able to “weigh the pros and
cons of use and data transfer with clinical and ethical principles” [8]. The methods to teach these core
competencies include didactic and case-based learning and below we present a case-based approach.

We developed a framework derived from ethical principles contained within the General Data Protection
Regulation, (GDPR) as it offers to most concrete guidance in the world today around digital health.  The
GDPR [8], rati�ed in May 2018 by the European Union (EU), outlines a set of data protection rules for all
companies that operate or have clients in the EU, regardless of primary base of operations [10]. The
GDPR will be enforced by the Information Commissioner’s O�ce and requires that companies obtain
consent from clients prior to collection of personal data, allow clients access to the data and the ability to
delete or modify their data [11]. Failure to comply with the regulations can lead to a �ne of “4 percent of a
company’s annual global revenue” [11]. Due to the �scal penalties of noncompliance with the GDPR, there
now exists a method of enforcement to ensure consumer privacy and thus a tangible target to align
digital health teaching towards.  

Methods:
We utilized an ethical-educational framework we developed from ethical principles of the GDPR with a
group of 27 psychiatry residents from two academic centers for a simulation exercise to assess harms of
using smartphone apps with a patient. 
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Development and implementation of ethical framework for app assessment:

Each article of the GDPR was reviewed for ethical principles speci�cally pertaining to teachable patient
and clinician factors as to be most relevant for evaluation of apps for clinical use by two of the authors
(AK and JT). After review, chapter 1 article 1, chapter 2 article 6, chapter 3, articles 12, 13, 17 and 21, and
chapter 4 articles 32, 33 and 34 were found to have the most concrete, teachable, and clinically relevant
ethical principles for assessment of apps. The speci�c excerpts from these articles were linked with their
underlying ethical principles. Questions for app evaluation that learners and educators could use were
developed to correlate with ethical principles. See Table 1.

Search criteria and selection:

Paci�ca for Stress & Anxiety app was selected as a sample smartphone app for resident utilization of the
validated framework. This application was downloaded from the Apple iTunes Store on November 1st,
2018, along with the most current version of the privacy policy at that date.  

App assessment:

After obtaining IRB permission, 27 psychiatry residents from two residency programs were given the
previously validated framework developed from the GDPR to assess for a sample app’s privacy policy.
The smartphone application selected as a sample study was Paci�ca for Stress & Anxiety. The survey
was completed on November 21, 2018 as part of an educational lecture on privacy policies of
smartphone apps.  Residents were asked to time themselves in order to assess how much time burden
app evaluation may take in care settings.

Statistical analysis: 

Mean agreement in response to each question between each rater was determined by obtaining an
average of the responses provided by each of the 27 raters per question. For our study, percent agreement
greater than 70% was determined to be strong agreement, 50 to 70% as good agreement and between 30
and 50% as moderate agreement and less than 30% as weak agreement. 

Results:
All 27 raters completed the evaluations, but only 24 reported a time record for completion of the
evaluation. The mean time to evaluate the privacy policy of the sample app’s privacy policy was 434.2
seconds (just over �ve minutes). Percent agreement for each of the questions is displayed in Figure 1.  

Discussion:
In this study, we developed the �rst ethical framework developed to teach resident learners about ethical
use of smartphone apps in practice. Simulation and case-based learning is important in engaging adult
learners and helping them develop practical skills. In this exercise, we wished to help psychiatry residents
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utilize a framework with which to discuss the risks of using smartphone applications for mental health
with their patients and to open the discussion regarding any concerns or di�culties they may have
already faced in the clinic and how this framework could mitigate some of those di�culties.

As described previously, the GDPR provides a foundation for the development of a set of guidelines
derived from actionable ethical principles. In thinking about how resident learners not only understand
and develop their professionalism and the core competency of ethical care, it is important they engage in
hands on and relevant learning as this simulation offered. This simulation offers the initial steps of
working with for resident learners in how to discuss and document the risks of smartphone applications
as part of a treatment for a patient.

The �ndings from the utilization of the framework highlights its applicability around the applicability of
the ethical principles in this setting. Question number 2, “Are the risks outlined in an easy to understand
format?”, which examines the ethical principle of informed consent, afforded the highest percentage of
agreement at 81.5%. It is not surprising then that a group of learners with mindfulness towards patient
care with prior training regarding the risks and bene�ts of various treatments would be most attuned to
this question. Question 6, “Does this app have systems in place to protect client’s personal data with
regards to transfer of their personal data?”, focusing on the ethical principle of respect for persons,
examines whether the app has systems in place to protect a client’s data. This question had the lowest
percentage of agreement, highlight an important need for educators to address. The question touches
upon the technological systems in place for data protection, suggesting that more education regarding
the types of systems that can be in place are necessary before an evaluation of privacy policies for
certain standards can be completely utilized with patients. 

In the discussion following the case-based simulation exercise, several themes were raised that indicate
areas of further study and need for develop of educational areas for resident learners regarding this topic.
The included the lack of prior rigorous studies of the risks of smartphone apps and the lack of guidelines
felt by psychiatry residents. Additional concerns were raised regarding the vague language used in the
privacy policy itself, the inference of what risk is and informed consent as related to medical treatments
versus consumerism and the need for asking about app use in practice with patients as a standard
practice.

Limitations of the exercise include long length of time for completion of the framework at just over �ve
minutes, suggesting that more didactic teaching may have been necessary prior to case-based learning
of these complex ethical concepts. Even in a digitally native cohort of psychiatry residents, there were
challenges in addressing the nature of the risks and addressing informed consent with patients regarding
smartphone apps. This highlights the need for further teaching modules and education regarding the
risks of mobile health as well as the need for more research in this area to understand the nature of the
risks.

Conclusion:
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In this study, we developed an assessment framework based on the ethical principles contained within
the GDPR to utilize for education of resident learners around digital health privacy. This is the �rst
framework developed for resident learners to help them understand the potential risks to patient privacy
with the use of smartphone applications for mental health. The discussion prompted by an examination
of a privacy policy through this framework highlights the need for further educational tools built into the
residency education curriculum regarding these risks as use of these applications become more wide
spread.
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Figure 1

Percentage Agreement Per Survey Question. Displayed above are the percentage agreement between
study participants per question answering a binary yes or no per question. Questions 1 and 2 address
informed consent. 1) Does this app have an informed consent process regarding the processing of
personal data? 2) Are the risks outlined in an easy to understand format? Questions 3 and 4 address
transparency. 3) Does this privacy policy describe what the app does with a client’s data? 4) Does this
app have a system of reporting data breaches to the client? Questions 5 and 6 address respect for
persons. 5) Does this app have systems in place to protect client’s personal data with regards to
processing of their data? 6) Does this app have systems in place to protect client’s personal data with
regards to transfer of their personal data? Questions 7 and 8 address autonomy. 7) Does the app allow
the client to modify or delete their personal data? 8) Does the app allow the client to refuse processing of
their personal data at any time? Questions 9 and 10 address non-male�cence. 9) Does the app contain
security measures including encryption of data, ability to restore data and ongoing maintenance of
security processes? 10) Does the privacy policy state what would be done in the event of a personal data
breach to alleviate any harm done to the client?
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