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Abstract-Convolutional Neural Network 

(CNN)  is a deep learning approach to 

solve complex problems, and it has been 

widely used in image processing for image 

classification, object identification, 

semantic segmentation etc. It has 

overcome the constraint of traditional 

machine learning approaches. There has 

been a lot of effort done to improve the 

accuracy of CNN in many application 

areas, but there has been a lesser amount 

of work done to reduce the computational 

complexity of this model. There is a need 

to improve CNN's complexity problem. 

Here we have introduced randomized 

pooling (RANDpool) to CNN. Randomized 

pooling has reduced the computational 

complexity cost of CNN. We used MNIST 

dataset to demonstrate CNN with 

randomized pooling. This paper used 

randomization technique to reduce the 

dimensions of image instead of max, min 

or average pooling that have very 

extensive computations. 

I. Introduction 

 Deep Learning evolved for the solution of 

complex problems in the field of image 

classification, object identification, semantic 

segmentation etc. The demand for learnable 

algorithms increased, and researchers took an 

interest in deep learning to develop many 

learnable techniques and algorithms. In 

response to how machines acquire 

knowledge? Researchers observe the human 

activity of learning and incorporate the 

learning process in the machine, which 

evolved the term Machine Learning. The 

self-learning process from past experiences is 

the key feature of machine learning that 

reduces the efforts. The conventional 

machine learning techniques need extraction 

of features as a precondition, and there must 

be a domain expert. This is a challenging task 

to select proper features for under-considered 

problems. There is no need to feature 

extraction in Deep Learning because it 

automatically extracts the significant feature 

from raw input for a given problem. The 

model of Deep Learning has many 

processing layers that can extract various 

features from data by using different 

abstraction levels. The basic model used in 

Deep learning is artificial neural network 

with multiple layers.  

The basic model of Artificial Neural Network 

(ANN) consists of one input layer and one 

output layer with multiple hidden layers. 

 The  𝑥" is input neuron takes the input and ℎ$output produced by output neuron. The 

connection between each node have a 

number that is call weight. The value of the 

weight matrix is adjusted in the training 

process of the network. The representation of 

output is given in equation (1) and general 

ANN shown in figure 1 [1]. 

 



ℎ$ = 𝜎'∑ 𝑉$"*"+, 𝑥" + 𝑇$/$01  (1) 

 

 

Figure 1: Basic architecture of ANN [1] 

Where 𝜎	 is activation function, 𝑣$" 
represents the weights between nodes and  𝑇$/$0  is threshold value. There are many 

variant of ANN used to address the problems 

of different areas of Deep learning.one of 

them is Convolutional Neural Network that is 

under consideration of this paper. 

Convolutional Neural Network (CNN) is one 

of the deep learning techniques widely used 

in various applications. CNN has achieved 

high-level results in speech analysis, image 

recognition, topic classification, sentiment 

analysis, natural language processing, 

language translation, and signal processing. 

CNN has the ability to classify based on 

contextual information. The typical model of 

CNN is given in figure 2. 

 

 

Figure 2: Basic architecture of a CNN [2]  

The CNN has a convolution layer, pooling 

layer, activation function and fully connected 

layer. The convolution layer takes the image 

as input and produces a feature map of input 

by applying the convolution operation. The 

pooling layer reduces the data by taking 

average or selecting maximum or minimum 

values from the feature map. The activation 

function normalizes the feature map’s values 

and passes high weight values to the next 

layer. A fully connected layer gives a 

classified result to the output layer [2] 

The convolution layer is the central part of 

the neural network and the purpose of this 

layer is to characterize the input. This layer 

includes several feature maps that extract 

local features from different places. There are 

different activation function are used but 

common activation function is Rectified 

Linear Unit (ReLU) [2]. 

The effect of the pooling layer is the 

extraction of secondary features that reduce 

the dimensions and increase the strength of 

feature mining. The pooling layer mostly 

works between two convolutional layers. The 

dimension of the feature map depends upon 

the size of kernels and stride. In the pooling 

layer, average, min or max operations are 



applied. The convolution layer and pooling 

layer extract the high-level features of inputs 

 

A convolutional neural network’s classifier is 

usually contains one or more completely 

interconnected layers. All neurons from the 

preceding layer are extracted and joined to 

each neuron in next layer. The completely 

connected layers does not store spatial 

information. The output layer comes after the 

last completely linked layer. In order to 

classify, Softmax regression is commonly 

utilized to produces high-quality results [2]. 

 

Extensive literature is available on using 

sigma-shaped activation functions in existing 

machine learning algorithms, rectified linear 

unit (ReLU) has proven to be superior to the 

former. To begin with, calculating the partial 

derivative of ReLU is straightforward. 

Second, taking into account training time as 

one of the factors, the saturation ratio 

sigmoid-like linearity f (x) = (1 + e-x-1) is 

slower than the unsaturated one. Nonlinearity 

like ReLU given in equation 2 [3]. 

 

 𝑓(𝑥) = 70	, 𝑖𝑓	𝑥 < 0𝑥, 𝑖𝑓	𝑥 ≥ 0   (2) 

 

This section introduced the basic architecture 

of CNN and function of each layer. There are 

several researches have done to improve the 

accuracy of this model but lesser amount to 

reduce time complexity. Related work done 

in different research paper are given in next 

section. The basic objective of this paper to 

reduce the number of computations and 

reduce the computation time that improver 

the overall performance of CNN. The 

methodology used in this paper given in 

methodology section after the related work 

and experimental results are given in result 

section.   

II. Literature Review  

Matthew uses the idea of a stochastic 

process in pooling [4]. He computes the 

probability of each pooling region and passes 

the selected value for activation. According 

to his claim, max pooling selects only 

maximal values, while stochastic pooling 

also utilized non-maximal values. Stochastic 

pooling process shown in figure 4 and 

stochastic operation given in equation 3. 𝑃$ = >?∑ >@A∈C?   (3) 

The stochastic pooling process has huge 

computation compared to average pooling, 

and the computational complexity of average 

pooling is greater than proposed randomized 

pooling. 

 

 

 

 

 

  

 

 

 

 

                                                                

 

 

 

 

Figure 3 stochastic process in pooling [4] 
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Biologically inspired pooling is LP-Pooling 

which is modelled on complex cells. The 

summary of operations is given in equation 

(4), where I and O are the input and output 

feature maps, respectively, and G is the 

Gaussian kernel. LP-pooling increases the 

weights of prominent features and decreases 

weaker features. The behavior of LP-pooling 

becomes average pooling when P=1 and 

gives results like max-pooling when the 

value of p=∞. [5] 

 O = ∑∑𝐼(𝑖, 𝑗)G × 𝐺(𝑖, 𝑗)), GJ   (4) 

 

In [6] spatial pooling is incorporated in the 

algorithm of visual reorganization where 

nearby feature detectors are combined that 

preserve task-related information and remove 

irrelevant information. To achieve more 

compact representations, better robustness to 

noise, invariance to image transformations, 

clutter pooling is used. 

 

A comparative study of different pooling 

techniques is provided in [7]. This study 

provides the accuracy of RunPool pooling, 

Max pooling and average pooling. The 

classification performance of the model is 

calculated by incorporating different pooling 

functions. By fixing Max pooling hyper 

parameters, tuning, and environmental 

performance, Runpool pooling and average 

pooling are measured. In the 1st experiment, 

the pooling layer is replaced with the 

convolution layer, which provides a poor 

classification result. It means that CNN 

without pooling layer provides poor results. 

The experimental comparison shows that 

non-deterministic pooling (Runpool pooling) 

is better than deterministic pooling (max 

pooling, average pooling etc.). This study 

also shows that accuracy will decrease with 

the large number of epochs. 

 

To aggregate information within a region, 

handcraft pooling operations are used, but 

this does not minimize training error. This 

drawback leads to a new learned pooling 

operation called LEAP (LEAring Pooling). 

In this technique, the learning process is 

executed for each feature map, and one 

shared linear combination of the neuron 

technique is used. This technique gives 

results identical to average pooling when all 

weights are equal. In this study, CNN’s 

Convolution layer is replaced with simplified 

convolution, and the combination of this 

layer and LEAP provides state of the art 

classification performance on three object 

reorganization benchmarks name as (1) 

CIFAR10 dataset (2) CIFAR100 dataset (3) 

ImageNet dataset. 

 

There are many pooling methods 

implemented in different papers to improve 

the accuracy of the CNN but there is no work 

done on time complexity. This paper address 

the problem of time complexity of the CNN 

to improve the efficiency. Randomized 

technique is implemented in pooling layer of 

CNN that minimize the computation without 

decreasing accuracy. In the next section 

implemented method is presented and 

explanation of    dataset used. 

 

III. Methodology 

In this paper the MINIST dataset is used 

that has 28x28 handwritten images of 

grayscale. The first convolution operation 

applied on 28x28 images with kernel size 

9x9 and having stride 1 that gives the output 

of feature maps 20x20 images. The second 

convolution iteration is applied to the output 

of the first iteration images with a kernel 

size of 9x9 and stride 2 which gives 6x6 



images. The formula of image size is given 

equation (5). 𝑀 = $LMNLO𝟏QL	   (5) 

Where 𝑖R is the size of input image and  𝑘R is 

the size of the kernel applied on input 

image, and 𝑛R is the number of strides. 

Pooling is applied after each convolution 

operation that reduces the dimension of 

image. There are different methodologies 

used in different research papers for pooling 

operations. The methodology used in this 

paper is given below. 

 

A. Definition of pooling window:  

Pooling window, w is a square matrix 

of size 𝑘 × 𝑘 on which pooling is applied. 𝑤 

is defined as  

 

                                 

𝑤 = V𝑥,, 𝑥,W ⋯⋮ ⋮ ⋯𝑥N, 𝑥NW ⋯				
𝑥,N⋮𝑥NNZ 

Converting to linear indices, define as, 𝑝 = 𝑘(𝑖 − 1) + 𝑗  for i, j=1…, k 

Therefore 𝑥$" maps to 𝑦G 

It is obvious that p =1, …, k2.  

In average pooling  𝑥>_`_Gbbc$Q`+ d@e		 	∑ fg@eghd   

Expected pooled value is: 

𝐸j𝑥>_`_Gbbc$Q`k = 𝐸 l 1𝑘W 	m𝑦GNe
G+, n 

Assumed that all 𝑦G(𝑝 = 1	⋯ , 𝑘W) are 

independent and identically distributed (IID). 

Therefore  

=
,Ne	 	∑ 	𝐸j𝑦GkNeG+,   

𝐸j𝑥>_`_Gbbco0k = 1𝑘W 	 . 𝑘W	𝐸j𝑦Gk = 𝐸j𝑦Gk 
From this, we defined randomized pooling as 

choosing any of  𝑦GRq  . 

 

 

 

B. Randomized pooling:  

Pick any element of w randomly, say 𝑦G (linearly indexed). 

Due to the assumption of IID, 

Ej𝑥>_`_Gbbco0k = 𝐸j𝑦Gk. 
Hence, average pooling and randomized 

pooling work are the same way. The 

distribution of the original image, average 

image and random image is given in figure 4. 

 

 

 

Figure 4 Regression coefficient for nine degree polynomial 

 

IV. THE EXPERIMENTAL 

RESULTS  

In typical pooling layer, max pooling and 

average pooling operations take massive 

calculations, while the proposed RANDpool 

pick a value from the fixed position without 

any calculation that reduces the pooling 

layer’s time complexity. The number of 

operations in average pooling calculated as 

given below 2 × (𝑛W × 256 × 𝑛𝑜	𝑜𝑓	𝑖𝑚𝑎𝑔𝑒𝑠	) 
Where n2 is the size of images, and 256 is the 

number of filtered copies. From the MNIST 

dataset, we use 8000 images of size 28 × 28  

for training and 2000 images for testing. The 

number of filters is 256 each have 9x9 size 

and two pooling layers. The number of key 



operations is given below that is a very large 

number. 2 × 28 × 28 × 256 × 8000. 
The proposed technique reduces the time 

complexity and improves the accuracy given 

in figure 5. 

 

The convolutional neural network algorithm 

runs on the MNIST dataset to recognize 

images using average pooling and random 

pooling (RANDpool) on the same machine; 

the results are given in Table 1. 

 

Let A be an image of size 𝑛 × 𝑛 size of 

window for pooling in 𝑝 × 𝑝 such that 𝑝 ≪ 𝑛 

No of Computation =}Q~�W . 𝑃W = 𝑛W  

In randomized pooling, we pick numbers 

(from each window) at a fixed position. 

Therefore, there is only indexing and no 

computation. 

 

 Table 1: Training time, testing time, and accuracy of Avg-Pooling and RANDpool 

#Epoc Pooling 

method 

Training 

Time 

Testing Time Accuracy in 

% 

1 Avg Pooling 73.02 7.90 87.3 

Rand Pooling 65.30 6.25 87.25 

2 Avg Pooling 230.45 10.97 92.35 

Rand Pooling 131.31 5.84 92.50 

3 Avg Pooling 313.87 10.70 94.10 

Rand Pooling 197.22 6.03 94.85 

4 Avg Pooling 433.50 11.13 95.05 

Rand Pooling 265.71 5.84 95.40 

5 Avg Pooling 481.82 11.54 96.00 

Rand Pooling 330.95 5.81 96.50 

6 Avg Pooling 488.16 8.40 96.35 

Rand Pooling 393.93 5.87 96.35 

7 Avg Pooling 511.00 8.50 96.30 

Rand Pooling 461.90 5.99 96.40 

8 Avg Pooling 585.83 7.97 96.30 

Rand Pooling 532.65 5.88 96.35 

9 Avg Pooling 673.22 7.97 96.60 

Rand Pooling 603.49 5.68 96.85 

10 Avg Pooling 743.55 7.95 96.85 

Rand Pooling 666.44 5.87 96.95 

. 



 
(a) 

 
(b) 

 
(c) 

 

 

 

 

 

 

 

 

Figure: 5 Comparative results (Training Time (a), Testing Time (b), and Accuracy (c) ) of Average and Randomized pooling 

  

 

 

V. Conclusion 

The time complexity have key role in any algorithm of computer science’s application. This 

manuscript introduce randomization technique to reduce the time complexity of Convolutional 

neural network that improve the efficiency of CNN without changing in original data and improve 

accuracy. The use of this technique will improve time complexity of other Neural Networks that 

implemented pooling layers. 
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