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Abstract
Established randomized-trial-based parameters for acute ischemic stroke care fail to consider individualized patient data, leading to
attempts to support or automate treatment and diagnosis decisions using arti�cial intelligence methods. We review existing research,
speci�cally regarding methodological robustness, thereby identifying constraints for clinical AI implementation. Our systematic review of
clinical decision support systems (CDSS) includes full-text English language publications proposing AI-based methods for decision support
in acute ischemic stroke cases in adult patients. We (a) describe data and outcomes used in those systems, (b) estimate the systems’
bene�ts compared to traditional stroke diagnosis and treatment, and (c) report concordance with the MINIMAR checklist. 121 studies met
our inclusion criteria. 65 were included for full extraction. In our sample, utilized data sources, methods, and reporting practices were highly
heterogeneous; adherence to the MINIMAR checklist was low. Our results suggest signi�cant validity threats, dissonance in reporting
practices and challenges to clinical translation. We outline practical recommendations for successful implementation of AI in acute
ischemic stroke treatment and diagnosis.

Ela M. Akay and Adam Hilbert contributed equally

Introduction
Ischemic stroke is a leading cause of death and disability worldwide and, without effective diagnostic and treatment strategies, its burden is
expected to increase [1]. Evidence for treatment decisions in patients with acute ischemic stroke is based on large prospective randomized
trials, in which, for example, time from symptom onset or a so-called imaging mismatch on magnetic resonance imaging have emerged
established parameters. However, those parameters apply thresholds that are population-based and not individualized [2]–[4]. The rise of
arti�cial intelligence (AI) methods and their application in other areas of medicine has inspired an attempt to revolutionize stroke care by the
use of intelligent, individualized, data-driven decision aids.

AI can be used primarily to provide algorithm-based decision aids that can give additional information or guidance to the physician
assessing a particular case [5]. AI based clinical decision support systems (CDSS) have already been developed for the diagnosis of
ischemic stroke and are commercially available. Most of them aim to automate subtasks such as the calculation of the Alberta Stroke
Program Early CT Score (ASPECTS) [6]–[9] or the identi�cation of ischemic lesion biomarkers on imaging [10]–[12]. However, such
algorithm-based, individualized solutions do not yet exist for more complex decisions such as treatment strati�cation or outcome prediction.
These CDSSs are expected to lead to more e�cient work�ows and to ultimately improve outcomes in clinical practice [5] and could therefore
offer great potential for both patients and clinicians.

In developing AI decision support tools, researchers face numerous challenges related to regulatory approval and prospective clinical
validation requirements [13]–[15] reducing the number of available CDSSs in clinical use today. For this reason, there are few standards for
research and reporting on these AI applications, and knowledge about research in this �eld is scattered and unstructured leading to a low
evidence-level of the available literature. Some narrative reviews on AI-based solutions in ischemic stroke [2], [15]–[18] exist. However, these
are limited to certain data modalities [19]–[23], target only diagnosis and speci�c cases of stroke [24], [25], or focus solely on interventions
[26].

This systematic review analyzes the wide range of AI applied in stroke decision support, without restrictions to populations, interventions or
data modalities. It is primarily aimed at clinicians and researchers in the �eld of stroke who are seeking an overview of CDSSs using AI. It
aims to provide an  assessment of the bene�ts and limitations of these methods and to identify potential for further research. Additionally, it
seeks to enable the reader to assess the bene�ts of AI application compared to the clinical status quo and to evaluate which patients will
pro�t most from these novel approaches. We also aim at informing scientists from technical �elds developing AI methods for clinical use
about the current methodological quality and clinical applicability of different methods in order to determine the level of standardization in
this �eld and guide future research toward best practices.

Methods

Outcome measures
The primary aim of this study is to generate an overview of different decision support methods using arti�cial intelligence for acute ischemic
stroke care. We wanted to de�ne more closely what data and what outcome measures were used for the different models. Our secondary
goals are to estimate the bene�t of AI use in stroke care in comparison to conventional time and imaging-based decision-making, assess
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which patients pro�t most from AI-based decision-making and assess the clinical applicability of methods. We were also interested in
assessing the current methodological quality among different approaches as well as how many of the papers directly compare an AI
method to a traditional clinical method. 

Literature search, inclusion criteria
Trials were captured by searching Embase, Medline, ArXiv, BiorXiv, MedrXiv and Clinicaltrials.gov on the 17th and 19th of May 2021 for trials
using the terms “stroke,” “cerebrovascular accident,” and variations on these terms and combined results with the terms “arti�cial
intelligence”, “machine learning” and similar methods (Full search strategy available in Supplementary Materials online).

Publications were then screened by EA, AH and BC for the following inclusion criteria: full-text publication, English language, human
research subjects, using an arti�cial intelligence method (e.g. machine learning, deep learning, support vector machines, etc), adult patients,
acute ischemic stroke, proposing a method to be used in decision support in the acute setting. While meeting our inclusion criteria, papers
proposing methods for automated stroke scoring and for stroke lesion segmentation were excluded from full extraction. These methods aim
to automate the implementation of a theoretical concept, or diagnostic score usually completed by a human. This means their output does
not imply speci�c decisions and does not directly support prognostication of treatment or clinical outcome. Consequently, the requirements
for these systems differ substantially from those supporting decisions directly and thus their full text was not analyzed for information
extraction. Data from each paper was extracted by two researchers. In case of disagreements the paper was discussed with all three
investigators until a unanimous agreement was found.

 

Reporting guidelines
As a post-hoc analysis, we also report each trial’s concordance with the MINimum Information for Medical AI Reporting (MINIMAR)
checklist [27]. MINIMAR was designed to standardize reporting on arti�cial intelligence in medicine and thereby ensure generalizability as
well as the documentation of potential biases. The full list of criteria can be found in Table 1. We made a concrete speci�cation of the
relevant criteria to clarify their representation in our data and deemed criteria that were not represented in our extraction out-of-scope. The
cohort selection was de�ned as “Stroke subgroups” including elderly patients, �rst-time stroke patients, anterior circulation stroke patients
and different treatment groups. The gold standard in our case was de�ned as “clinical comparator”, which was de�ned as a method used
for the same classi�cation task in a clinical setting e.g., a clinical score or a human rating. Model task was de�ned as decision support
pertaining to the present (classi�cation) or the future (prediction). 

Extraction
We devised an extraction template (see Supplementary material 1) that captured variables in the following domains: AI technique, patient
characteristics, dataset speci�cations, validation method, outcome endpoint, results, clinical comparator. Criteria for extraction were
prespeci�ed in a codebook, and coders underwent training before data collection.

 

Data synthesis
We performed data extraction with Numbat Systematic Review Manager v. 2.13 (RRID:SCR_019207).

This study was not subject to Institutional Review Board approval, as it relies on publicly available data; no research participants were
involved. This study was prospectively registered on the Open Science Framework. The code and data sets used in preparation of this
manuscript are available online (https://osf.io/x5mb3/).

Results
A total of 121 studies met our inclusion criteria. Among these, 65 were included for full extraction while 20 studies were identi�ed as
proposing a method for automated stroke scoring and 36 for stroke lesion segmentation in imaging. An overview of the papers proposing a
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lesion segmentation method can be found in the supplementary material (see Supplementary material 2).  Among
the 20 papers on automated stroke scoring, 18 were automated calculations of the Alberta Stroke Program Early CT Score (ASPECTS) and 2
reported methods for automated collateral score calculation. The method most used among automated stroke scoring studies was e-
ASPECTS. Details on the papers proposing a stroke score automation method can be found in the supplementary material (see
Supplementary material 3).

The full table of the extracted information can be found in the supplementary material (see Supplementary material 5). 

Reporting guidelines

Summary about the number of studies meeting the speci�c MINIMAR criteria can be found in Table 1. In general, there was moderate
adherence to the included guidelines with some exceptions worth highlighting. 2 studies out of 65 (3%) reported race, ethnicity or
socioeconomic status, 52 (80%) studies reported sex and 54 (83%) studies age. Within the reviewed articles, 17 (26%) works reported the use
of a hyper-parameter tuning algorithm, namely Grid Search or Random Search algorithm with 13/17 (76%) and 4/17 (24%) applications
respectively.

Patient cohorts

All extracted studies provided information on the patient population used. The median sample size in our sample was 220 patients, with a
range from 4 patients whose imaging was processed voxel-wise [28] to 2604 patients [29]. We recognized a trend of a growing number of
patients included in the studies throughout the years. An overview of the number of patients included in studies per year can be seen in Fig.
3. Numbers shown re�ect mean and median numbers considering the number of studies from the speci�c years. 50 (77%) of the studies
speci�ed stroke subgroups (See Fig2 A). The most common groups speci�ed were treatment groups with 20 studies (31%) including
patients treated with mechanical thrombectomy and 9 (14%) with tissue-plasminogen activator. 19 (29%) of the studies included only
patients with stroke within the anterior circulation (anterior and middle cerebral artery) and 7 (11%) included patients with strokes within the
territory of the middle cerebral artery only.

We also extracted the demographic data reported. 8 studies (12%) reported no demographic data. Most studies only include information on
age (54/65, 83%) and sex (52/65, 80%). Race was reported by 2 (3%) out of 65 studies while ethnicity and socioeconomic status were not
reported by any of the included studies.

Data used in AI models

For the extraction of the data used as features for the arti�cial intelligence model we differentiated between MRI, CT, other imaging, and
clinical data. 23 (35%) of 65 studies used both image information and clinical data for their proposed method. Raw imaging data was used
by 22 (34%) for MRI and 10 (15%) for CT while 10 (15%) studies relied only on clinical data. The clinical data used varies greatly within the
dataset of extracted studies. Some used few clinical features in combination with an imaging technique while others relied on a high volume
of these data points. The highest number of features was used by Kappelhof et al. with 63 clinical features in combination with CT imaging
[30]. The most common clinical features used were “Age” (32/65, 49%), “National Institutes of Health Stroke Scale” (NIHSS, 31/65, 48%), and
“Sex” (23/65, 35%). 2 papers (3%) gave no further speci�cation of what patient characteristics were used for the model. 

Model technique

The reported outcome endpoints can be seen in Fig2 B. Almost a third of the papers (21/65, 32%) proposed methods for the dichotomized
prediction of the modi�ed Rankin Scale at 90 days after stroke. Final infarct prediction (17/65, 26%) and infarct core mapping (17/65, 26%)
were the second most common outcome endpoint. Successful treatment by mechanical thrombectomy or thrombolysis were predicted
by 2 studies (3%) each. A clinical comparator was reported in 24 studies (37%) of which 20 were automated comparators and four
compared the proposed method to a human reading of the data. An overview of arti�cial intelligence methods used can be seen in Fig2 C.
Most commonly used techniques were Convolutional Neural Networks (CNNs, 17/65, 26%) and Random Forest algorithms (11/65, 17%).
Data splitting into training set for initial model �tting and test set for independent evaluation was reported for slightly more than half of the
studies extracted (38/65, 58%).

Optimization, validation and outcome measures

We found considerable variance and lack of reporting of standard machine learning methods concerning optimization, validation and
outcome measures. Internal model validation was reported by 61 (94%) papers. External model validation with an independent or hold-out
test set was reported by 38 (58%) studies. The most used performance measurement was AUC, used in 54 (83%) of our samples. A clinical
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comparator as a gold standard was reported by 24 (37%) papers. The comparator was outperformed by the model in 18/24 cases (75%),
2/24 (8%) reported a worse performance by the model and in 4/24 (17%) a direct comparison was not obviously determinable. Individual
results for each study as an overview can be found in Tables 2, 3 and 4. For details see the supplementary material (see Supplementary
material 4).

Criterion Specification studies that report this
criterion

1. Study population and setting      

Population Number of patients 65/65 100%

Study setting Out-of-scope ---- ----

Data source Out-of-scope ---- ----

Cohort selection Stroke subgroups 50/65 77%

2. Patient demographic
characteristics

  57/65 88%

Age + 54/65 83%

Sex + 52/65 80%

Race + 2/65 3%

Ethnicity + 0/65 ----

Socioeconomic status + 0/65 ----

3. Model architecture      

Model output + 65/65 100%

Target user Out-of-scope (Clinician) ---- ----

Data splitting Internal/External model validation ---- ----

Gold standard Clinical comparator 24/65 37%

Model task Classification/prediction (future or present decision
support)

--- ----

Model architecture + 64/65 98%

Features + 65/65 100%

Missingness Out-of-scope ---- ----

4. Model evaluation      

Optimization + 17/65 26%

Internal model validation + 61/65 94%

External model validation + 38/65 58%

Transparency Out-of-scope ---- ----

Table 1. MINIMAR criteria and number of studies that meet them
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Citation Outcome Endpoint Patient Subgroup
Number of
patients AI Technique Clinical

Train/Test
Reporting AUC Dice Comparator

[31] discharge mortality Not Specified 229 SVM 6 Absolute n x 0.5 None

[32] 90 day mRS tPA 1984
Logistic
Regression 5 Absolute n 0.786 x Auto

[33] 90 day mRS tPA 425
Random
Forest 49

Not
reported 0.808 x Auto

[29] 90 day mRS
No recanalization
therapy (not specified) 2604

Multilayer
Perceptrons 38

Not
reported 0.888 x Auto

[34]
sICH, 

90-day-mortality tPA 331
Multilayer
Perceptrons 5/6

Not
reported

siCH:
0.941Mort:
0.976 x Auto

[35, p.
202]

Successful
thrombolysis, 90 day
mRS Elderly, <3h 80

Multilayer
Perceptrons 9

Not
reported 0.974 x None

[36] sICH tPA 2237
Multilayer
Perceptrons 5 Ratio 0.82 x None

[37]
Post-stroke
pneumonia Not Specified 3160 XGBoost 6 Ratio 0.841 x Auto

[38] 90 day mRS Not Specified 1121 SVM 14 Absolute n 0.71 x None

[39] 90 day mRS Supratentorial 314
Multilayer
Perceptrons 7 Ratio 0.83 x None

[40] Six-month mRS Not Specified 1735
Random
Forest 21 Ratio 0.874 x Auto

Table 2. Overview of studies using clinical data (AUC=Area Under the Curve, mRS=modified Rankin Scale, sICH=symptomatic intracranial
hemorrhage, tPA=tissue Plasminogen Activator, SVM=Support Vector Machine, Absolute n= Absolute number of patients, Auto=Automated)
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Citation
Outcome
Endpoint

Patient Sub-
group

N° of
patients

AI
Technique Imaging

Train/

Test
Reporting AUC Dice

Compara-
tor

[41] Final infarct Not Specified 12

Multilayer
Percep-
trons

MRI: T1, T2, DWI,
Proton-density WI

Not
reported 0.89 x None

[42] Onset time MCA 105

Stepwise
Multi-
linear
Regression

MRI: DWI, ADC,
FLAIR, PWI

Not
reported 0.683 0.765 None

[43]

Final infarct w
or w/o
reperfusion MCA 80

Random
Forest

MRI: DWI, ADC,
GRE, DSC-
enhanced
perfusion MRI,
T2, Gd-MRA, T1C,
TOF angiography

Absolute
n

Positive:
0.94

Negative:
0.96 x Auto

[44] sICH < 6h 155

Kernel
spectral
regression MRI: PWI, DWI

Not
reported 0.837 0.717 None

[45] Final infarct Not Specified 170 XGBoost
MRI: DSC-PWI,
T2-FLAIR, DWI

Not
reported 0.92 x None

[46] Final infarct tPA 222 CNN
MRI: PWI, T2-
FLAIR, DWI

Ratio,
absolute
n 0.88 x Auto

[28] Final infarct Anterior 4 SVM MRI: PWI
Not
reported x x None

[47] Final infarct Thrombectomy 29 CNN CTP Ratio x 0.43 None

[48] Onset time MCA 131
Logistic
Regression

MRI: DWI, ADC,
FLAIR, PWI
perfusion
parameters Ratio 0.765 0.788 Human

[49] Final infarct

Anterior,
<6/12h,
tPA/conservative
treatment 55

Adaptive
boosting

MRI: T2 FLAIR,
DWI, ADC, PWI,
CBV, CBF, TTP,
MTT, TMAX

Absolute
n 0.88 0.28 None

[50] Final infarct MCA 48 CNN MRI: FLAIR, PWI
Not
reported 0.871 0.347 None

[51]
LVO + Infarct
Core mapping Anterior 224 CNN CTA

Not
reported

30mL: 0.88

50mL: 0.90

LVO: 0.844 x None

[52]
Successful
thrombolysis

tPA, ICA/M1
MCA 67 SVM

NCCT, CTA,
manually
extracted
thrombus

Not
reported 0.85 x None

[53]

Successful
recanalization,
90 day mRS Thrombectomy 1301 CNN CTA

Not
reported

mTICI: 0.65

mRS: 0.71 x None

[54] LVO Not Specified 42 Unknown

Headpulse from
cranial
accelerometer,
electrocardiogram
outputs

Not
reported 0.79 x None

[55] Final infarct Not Specified 284
Random
Forest Multiphase CTA

Absolute
n x 0.447 Auto

[56] LVO Not Specified 540 CNN Multiphase CTA Ratio 0.89 x None

[57] LVO Anterior 584 CNN

NCCT, CTA, 4D-
CTA, derived
perfusion maps

Absolute
n 0.98 x None

[58]

Penumbral
Tissue
Mapping

Thrombectomy,
Anterior 149 CNN

MRI: 3D pCASL,
DWI Ratio 0.959 0.47 None

[59] Final infarct Thrombectomy,
Anterior

182 CNN MRI: DWI, PWI,
ADC, Tmax, CBF,

Ratio 0.92 0.53 Auto
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CBV, MTT

[60]
Infarct core
mapping

Thrombectomy,
successful reca 25 SVM DSA (a.p., lateral)

Absolute
n 0.904 x None

[61]

First time
recanalization,
num passages Thrombectomy 136 SVM NCCT, CTA

Absolute
n

1st pass:
0.88 x None

[62] 90 day mRS
Thrombectomy,
Anterior 324 CNN MRI: DWI

Absolute
n 0.73 x Auto

[63] Final infarct

First time,
Anterior, NIHSS
> 4, <12hrs 99 XGBoost MRI: DWI, PWI

Not
reported 0.893 0.387 None

[64] Onset time Not Specified 355
Random
Forest

MRI: DWI, FLAIR,
infarct
segmentation

Not
reported 0.851 x Human

[65]

Final infarct
w/ and w/o
successful
recanalization

MCA,
Thrombectomy 92

Random
Forest

MRI: DWI, PWI,
ADC

Absolute
n x 0.49 None

[66] 90 day mRS First time 1840 CNN
MRI Radiology
Reports Ratio 0.805 x None

[67] Final infarct Anterior, <12h 99
Logistic
Regression MRI: DWI, PWI

Not
reported 0.872 0.348 None

[68] Onset time Not Specified 422 CNN
MRI: FLAIR, DWI,
ADC, T2 Ratio 0.74 x Human

[69] Final infarct Thrombectomy 75

Restricted
Boltzmann
Machines,
CNN

MRI: ADC, MTT,
TTP, Tmax, rCBF,
rCBV

Absolute
n x 0.38 None

[70] Final infarct Thrombectomy 109 CNN

MRI: DWI, FLAIR,
PWI, CBF, CBV,
MTT, Tmax, TTP

Not
reported

Reperfused:
0.87

non-reperf:
0.81

Reperfused:0.43

non-reperf: 0.44 Auto

[71]
Infarct Core
Mapping

Thrombectomy,
Anterior 103 CNN

Dynamic CTP,
perfusion maps
(RAPID)

Absolute
n x 0.51 Auto

[72]
Tissue at risk,
ischemic core Not Specified 237 CNN

MRI: DWI, ADC,
Tmax, MTT, CBF,
CBV, thresholded
masks Ratio

TaR: 0.92

Core: 0.94

TaR: 0.60

core: 0.57 Auto

Table 3. Overview of studies using image information(AUC=Area Under the Curve, mRS=modified Rankin Scale, sICH=symptomatic intracranial
hemorrhage, LVO=large vessel occlusion, tPA=tissue Plasminogen Activator, SVM=Support Vector Machine, CNN=Convolutional Neural Network,
MRI=Magnetic Resonance Imaging, CT=Computer Tomography, CTA=CT Angiography, NCCT=Non-Contrast-CT, CTP=CT perfusion,
DWI=Diffusion-weighted imaging, ADC=apparent diffusion coefficient, FLAIR= Fluid-attenuated inversion recovery, PWI=Perfusion weighted
imaging, CBF=Cerebral Blood Flow, CBV=Cerebral Blood Volume, MTT=Mean Transit Time, Tmax=Time to maximum, pcASL= pseudocontinuous
Arterial Spin Labeling, DSA=Digital Substraction Angiography, GRE=Gradient Echo Imaging, WI=Weighted Imaging, DSC= Dynamic susceptibility
contrast imaging, Gd=Gadolinium, TOF=Time-of-flight, Absolute n= Absolute number of patients, mTICI= modified treatment in cerebral infarction
score, TaR=Tissue at Risk, Auto=Automated)
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Citation
Outcome
Endpoint

Patient
Subgroup

N° of
patients AI Technique Imaging Clinical

Train/

Test
Reporting AUC Dice Comparator

[73] sICH tPA 194
Probabilistic
NN

CT findings,
ASPECTS 27 Ratio 0.788 0.522 None

[74] sICH tPA 116 SVM NCCT 1
Not
reported 0.744 x Auto

[75]

Successful
recanalization,
90 day mRS

Thrombectomy,
Anterior 1383

Random
Forest

NCCT,
ASPECTSCTA 27 Ratio

mTICI:
0.55

mRS:
0.79 x None

[76]
Infarct core
mapping Anterior, <8h 128

Multilayer
Perceptrons CTP 4 Ratio 0.87 0.43 None

[77] Final infarct

Thrombectomy,
tPA, distal
ICA/M1 of MCA 100

Random
Forest

MRI: PWI,
DWI 4

Not
reported x 0.464 None

[78] 90 day mRS Anterior 512

Gradient
Boosting
Machines

NCCT, CTA,
CTP,
ASPECTS 3

Not
reported 0.748 x None

[79] 90 day mRS
Thrombectomy,
elderly 146

M5P -
regression
decision tree ASPECTS 9

Absolute
n x x None

[80] LVO Not Specified 300 XGBoost NCCT
Not

specified
Absolute
n 0.847 0.804 None

[81] Final infarct
Thrombectomy,
Anterior, <=6h 188 CNN

CTP, manual
AIF 1

Not
reported

0.54
(PR) 0.47 None

[82] Edema MCA 116
Random
Forest NCCT 3

Not
reported 0.96 0.91 None

[83]
90 day mRS,
NIHSS 24h Not Specified 204 CNN NCCT

Not
specified Ratio

mRS:
0.75

NIHSS:
0.70

mRS:
0.69

NIHSS:
0.74 Auto

[84] 90 day mRS
Thrombectomy,
Anterior 246

Gradient
Boosting

NCCT, CTA,
CTP 13

Not
reported 0.747 x None

[85] 90 day mRS
Thrombectomy,
Anterior 1526

Multilayer
Perceptrons

NCCT, CTA,
ASPECTS 32 Ratio 0.81 x None

[86] 90 day mRS
Thrombectomy,
Anterior 502

Regularized
Logistic
Regression ASPECTS 15

Absolute
n 0.90 x Auto

[87]

90 day mRS,
>=8 point
NIHSS
improvement at
24h

tPA, age 18-80,
NIHSS 4-25 196

Multilayer
Perceptrons MRI/CT 10

Absolute
n x x None

[88]

Worsening of
NIHSS within 3
days NIHSS => 3 739 tree boosting MRI/CT 17

Not
reported 0.934 0.8 None

[89]

90 day mRS, in-
hospital
mortality Not Specified 3445

Gradient
boosting CT/MRI 49 Ratio

mRS:
0.92

Mort:
0.84 x Auto

[90]
First time
recanalization Thrombectomy 220

Random
Forest CT/MRI 20 Ratio 0.659 x None

[30]

90 day mRS,
mRS after
recanalization Thrombectomy 1363

Fuzzy
Decision
Tree

NCCT, CTA,
ASPECTS 63

Not
reported x x None

[91] 90 day mRS

MCA,
Thrombectomy,
M1, <6 hrs 222

Random
Forest

MRI: PWI,
manual ROIs 12 Ratio 0.684 x Auto

[92] 90 day mRS Anterior 1431 XGBoost CTA, CTP 3
Not
reported 0.80 x Auto
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Table 4. Overview of studies using clinical and image information (AUC=Area Under the Curve, mRS=modified Rankin Scale, sICH=symptomatic
intracranial hemorrhage, LVO=large vessel occlusion, tPA=tissue Plasminogen Activator, SVM=Support Vector Machine, CNN=Convolutional
Neural Network, MRI=Magnetic Resonance Imaging, CT=Computer Tomography, CTA=CT Angiography, NCCT=Non-Contrast-CT, CTP=CT
perfusion, DWI=Diffusion-weighted imaging, PWI=Perfusion weighted imaging, ROI=Region of Interest, AIF=Arterial Input Function, Absolute n=
Absolute number of patients, mTICI= modified treatment in cerebral infarction score, Acc=Accuracy, NPV=Negative Predictive Value, PPV=Positive
Predictive Value, Auto=Automated), TaR=Tissue at Risk)

Discussion
While there has been undeniable progress in the performance of AI models, our results suggest signi�cant potential validity threats,
dissonance in reporting practices and challenges to clinical translation across the studies reviewed.

Potential validity threats
Transparent, responsible and valid research is particularly important for the impact of AI on clinical decision-making in stroke diagnosis and
treatment. Because of this, the MINIMAR criteria have been developed to standardize these criteria among different methods [27]. As a post-
hoc analysis, we tested adherence of the reviewed articles to the most relevant points of these reporting guidelines (See Table 1). First, we
see a trend of systematically limited description of patient demographic information beyond variables used by the developed model. Only a
marginal percentage of the studies reported race, ethnicity or socioeconomic status. This represents a major risk of bias and prevents even
the assessment of the external validity of models to extend their use to other demographic groups.

Second, reproducibility is essential, when it comes to further prospective clinical validation or deployment of the proposed models since AI
models parameterized and trained differently will realize different solutions for any learning task. Thus, model performance greatly depends
on the use of an e�cient search mechanism to �nd the best parameters across a well-de�ned parameter space; called hyper-parameter
tuning. While description of model architecture is well-reported, only a quarter of the works report on hyper-parameter tuning practices. Even
though the reported Grid Search and Random Search methods are frequently used and are simple to implement, they are considered the two
most basic and naïve approaches, potentially limiting performance.

Third, no AI model could be implemented in clinical practice without addressing concerns regarding technical deployment. Above all, model
robustness and con�dence can be tested a priori to simulate real world scenarios of varying quality, distribution and noise in data. The very
�rst step to enable assessment of robustness is to reserve validation sets for model selection and parameter tuning, and report model
performance on a hold-out test set. Validation results are naturally over�tted and often cherry-picked to the given parameter combination
and optimization process. This means that even though these parameters deliver the best model, performance measured on the validation
set does not necessarily re�ect performance in a real-world setting. Almost half of the reviewed articles did not describe the use of an
additional test set, thus presumably reported validation performances. Moreover, this process is ideally repeated once the test set is
detached from model optimization to report average metrics while inducing stochasticity by random splitting of training and test data.
Common frameworks in ML exist for such purposes e.g., nested cross-validation [93]. However, we saw only a marginal number of works
testing model robustness on multiple, distinct test sets. This implies that the majority of AI models proposed for stroke CDSSs to date would
need additional, rigorous testing to assess applicability in clinical practice.

Beyond the MINIMAR criteria, we found a large degree of heterogeneity in reporting practices in the reviewed articles, making comparison
between study outcomes di�cult. The most used performance measurement was AUC and while it is a robust metric and its use is
widespread, reporting performance measured by multiple metrics is advised to facilitate more reliable interpretation. We saw minor
alignment across the reviewed studies with many of them failing to report result metrics that allow for obvious interpretation and
comparison to other methods. Moreover, due to the routine use of several image-derived biomarkers, studies including these variables as
input for their models are prone to neglect the necessity for describing the speci�c image sequence to be acquired and the desired
mechanism to extract the marker when this is indispensable for a model to be integrated into a clinical work�ow.

The dependence of AI on su�cient labeled data to yield models with proper generalization and reliable results has been discussed
frequently [14], [17], [94]. Due to data privacy concerns, this is a pain-point for all medical AI development. On a positive note, Figure 3 shows
the upwards trend of the number of patients included in the studies per publishing year. Data used in the reviewed articles typically
originates either from clinical trials or national stroke registries. The rise in use of extensive data collected by the latter holds great promise.
While randomized clinical trials give a clear scope for developing models, these more comprehensive databases not only enable model
development on more data points but also provide a close sample to general stroke populations.
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Clinical translation
To fully exploit the potential impact of AI-based decision support systems, clinical feasibility must be prioritized, and efforts must be aimed
at solving real challenges of the clinical work�ow.

First, our results suggest that the de�nition of decision support in stroke literature is ambiguous, exact clinical utility is rarely discussed and
is often not considered in the design phase of AI solutions. We identi�ed three main categories: a) Solutions for automated extraction of
biomarkers that aid the diagnostic process, b) a subset of these that are included in current operating procedures of treatment selection and
c) models for predicting a future outcome. Studies of the �rst category were not considered for full text review since they merely improve
accuracy and speed of image interpretation and have not been shown to augment the range of available information for decision making.
However, it’s worth noting their signi�cant proportion among all included articles. There seems to be a higher motivation towards lowering
the burden of expert interpretation in the current work�ow rather than augmenting �ndings for more accurate and prompt prognosis. With
respect to the second category, 14 (22%) papers proposed a model that classi�ed patients according to onset time, the presence of large
vessel occlusion or infarct core mapping. These biomarkers have shown ability to stratify patients with respect to likely bene�ts of
treatment, thus serving valuable, in most cases complementary information in treatment decisions.  Lastly, 51 (78%) papers focused on
prediction of a future outcome or complication such as functional outcome measured by mRS, successful treatment, �nal infarct volume or
intracranial hemorrhage. The prediction of successful treatment in particular could be used to improve speci�city of patient strati�cation for
mechanical thrombectomy which is one of the main goals of research in stroke treatment. However, we saw only 4 (6%) papers proposing a
method on this speci�c task. Even though detailed extraction of this exceeded the scope of our study, we want to emphasize the importance
of optimizing both sensitivity and speci�city of treatment strati�cation models to enable better understanding and support of treatment
allocation as well as opt-out.

Second, an important goal of AI in stroke diagnosis and treatment is to discover as-yet unknown predictors of outcomes in raw imaging.
Deep Learning solutions seem particularly suitable for this task, due to their ability to perform feature extraction and classi�cation at the
same time. However, we found only a minority of articles that pursued prediction of treatment and functional outcomes using information
from image data with most works predicting more indirect outcomes such as �nal infarct. In particular, there were only 2 (3%) articles that
proposed an AI method to extract image information alone for outcome prediction. The best performing - and only - model predicting
treatment outcome de�ned as the dichotomized mTICI score achieved an AUC of 0.65 by a CNN model using CTA imaging [53]. The highest
performance of predicting functional outcome de�ned as the dichotomized mRS score was an AUC of 0.73 by a CNN model using DWI
imaging [62], while a slightly lower AUC of 0.71 was achieved on a much bigger cohort using CTA imaging [53]. When combining AI
extracted image information and clinical data an AUC of 0.75 was achieved by a combined CNN and neural network model using NCCT
imaging, however the presented image only model achieved an AUC of 0.54 alone [83]. Considering the key role of imaging assessment in
treatment selection, the performance of the above-mentioned models and exploitation of AI-driven image processing for outcome prognosis
is rather limited. Also, reported predictive performance of clinical data and established biomarkers remain superior, implying that to date,
Deep Learning methods have failed to meet their expectations in the �eld of stroke.

Third, to effectively support decision-making in an acute, time-pressured work�ow, solutions need to prioritize usability. Tools using data or
variables that are not routinely acquired will hamper e�ciency as will models that rely on an extensive set of clinical variables or imaging.
Close to half of the articles involving clinical parameters employed more than 10 variables, the most being 63 variables additionally to
imaging [30]. Also, almost a quarter of papers with imaging involved, relied on the acquisition of at least 3 image sequences. This seems to
indicate a lack of interdisciplinary cooperation to work towards standardized requirements of decision support in an acute scenario. We
advise future research to focus on a minimal set of data optimized for both performance and utility at the same time. Moreover,
interdisciplinary efforts should be made to improve clinical utility of future AI-based decision support systems.

Finally, even though the reviewed articles were mainly concerned with aspects of model development and not deployment, we anticipated
more discussion of user interaction. Only a few articles touched on potential use cases for their developed models, and none elaborated on
necessary points of user experience to enable their use in a clinical setting.

Implications and recommendations
In what follows, we outline several implications and recommendations based on our �ndings for the speci�c stakeholders involved in the
application of AI research in acute stroke decision support to the clinic.

First, we caution researchers to better adhere to best practices in model development such as data splitting and hyper-parameter tuning.
Evaluation of model performance on hold-out test sets not involved in model training, model selection and hyper-parameter tuning should be
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warranted.  Modern hyper-parameter tuning approaches such as Bayesian Optimization [95], Hyperband [96], Spectral Analysis [97] or
Covariance Matrix Adaptation Evolution Strategy [98] should be evaluated for the given use case and when applicable, favored over
classical Grid or Random Search [99] methods. Researchers should involve clinical practitioners in the design process from the early stages
of model development to ensure feasibility in daily clinical practice. Researchers must also review, implement and report on relevant
trustworthy and reliability considerations such as technical robustness and transparency prescribed by e.g., the EU Ethics Guidelines for
Trustworthy AI [100].

Second, we call for journal editors and reviewers to demand adherence to stricter reporting requirements, e.g., MINIMAR. Describing a
targeted use case and clinical decision to aid in publications of such work is also of great importance. Here, we recommend that researchers
and reviewers in the �eld use the guidelines and standard operating procedures of the European Stroke Organization (ESO) for speci�c
treatments of ischemic stroke [3], [4].

Third, we encourage funders to prioritize projects that focus on decision support tools with a clear outline of feasible integration into real-life
clinical care, including angles of trustworthiness, usability, technical robustness and data governance [101]. Speci�c consideration of stroke
care such as acute, timely predictions, inclusion of neuroimaging and an absolute user-centered approach to effectively unburden medical
professionals should be taken into account and evaluated by a multidisciplinary team of AI scientists and engineers, clinicians and ethicists.

Last, we would like to highlight the crucial role of high-quality training and validation data. Here, policymakers have a major role to provide a
path for researchers to obtain the necessary plurality of data and to meet the requirements of robust model development and validation.

Limitations
Our study has several limitations. First, our study included only published research articles, making it susceptible to publication bias. Even
though unpublished works might shed light on further, novel methods for supporting decisions, practical implementation of AI algorithms in
clinical settings must rely on rigorously peer-reviewed solutions. Hence, we do not see unpublished works having an in�uential effect on the
state-of-the-art of AI in stroke decision support. Second, this study was descriptive in nature, where we elaborated on trends and presented
the distribution of contributions in the �eld from some speci�c angles. However, we did not formally test the translated impact and did not
carry out targeted quantitative analyses to corroborate our claims. All the highlighted shortcomings and derived recommendations are based
on theoretical interpretations and thus do not re�ect the actual impact of practical implementations.

Conclusion
While there have been great advances in growing availability of research data to further medical AI development, the main stress-points in
clinical decision-making in stroke have yet to be addressed. Furthermore, there is limited coordination in reporting of arti�cial intelligence
techniques applied to the context of acute ischemic stroke care and best practices of AI model development should be better adopted. If
correctly implemented, these approaches making use of the individualized data available while providing additional information to the
physician could lead to better patient outcomes in acute ischemic stroke.
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