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Abstract
In recent times, we have seen an exponential rise in different chronic diseases due to our unhealthy lifestyles. Cardio disease is the most common and life-
threatening among all diseases, which contributes to a very high mortality rate. Accurate detection of cardio disease at an early stage is vital to save the lives
of people. Most of the existing cardiovascular disease detection systems suffer from lower performance and efficiency due to redundant attributes,
dimensionality curse, imbalance, and noisy datasets. In this work, we proposed a novel convolutional neural networks-based system (CNN-cardioAssistant)
that predicts cardiovascular disease in patients. Recursive feature selection (RFE) is employed to select more prominent features from the clinical data of
cardio patients. The selected features are then used to train the proposed CNN-CardioAssistant as well as 11 different classifiers i.e., support vector machine
(SVM), Random Forest, Decision Tree, logistic regression, Naïve Bayes, K-Nearest Neighbor, XGboost, Multi-layer Perceptron, Gaussian process classifier,
Adaboost, and Quadratic discriminant analysis separately for cardio disease prediction. We compared the results of all the methods on three subsets of
features i.e., 6,8, and 15 for each dataset. The features selection method provides optimal subsets of features that can reliably be used to predict
cardiovascular disease with the highest accuracy. Experimental results on three different cardio datasets i.e., Public Health, Framingham, and Z-Alizadeh sani
clearly demonstrate that the proposed CNN-CardioAssistant system has superior performance against the existing state-of-the-art methods.

1. Introduction
Cardiovascular disorder is a life-threatening disease that affects the normal action of the heart. Cardiovascular disorder occurs if the person’s heart is not able
to pump sufficient blood supply to satisfy the human body's needs. There are two reasons for heart disease such as blockage or narrowing the coronary
arteries since arteries deliver blood to the heart. The diagnosis of cardiovascular disease is mostly based on symptoms and physical examination. Research
community has found some major risk factors i.e., obesity, usage of alcohol, family history of heart diseases, lack of physical exercise, smoking, high blood
pressure, diabetes mellitus, high blood cholesterol, mental stress, sleep apnoea, etc., which can increase blood vessels and coronary heart diseases [3].
According to the world health organization (WHO) [1], an estimated 17.7 million people died from heart diseases resulting in 31% of deaths around the world,
and by 2030 around 23.6 million people may die from cardiovascular disease. It has also been observed that 25% people usually die suddenly from coronary
arteries diseases without any prior symptoms [2]. Clinical physicians treat heart patients but there is a shortage of cardiologists, and they often experience
difficulties in accurately predicting the presence of cardiovascular disease in patients. More specifically, manual detection of cardiovascular disease is a less
accurate, costly, and time-consuming task. People also ignore heart disease until it becomes severe due to various reasons i.e., expensive treatment, etc.
Research community is working hard to design intelligent models for timely and effective detection of cardiovascular disease. Intelligent clinical decision-
making-based systems have been designed to help physicians for accurate diagnosis of cardio diseases in a short period [6]. Healthcare industries collect a
maximum amount of clinical data that contains useful information of patients, which can be used for effective prediction and providing an appropriate result.
These results can be used to prevent and reduce the cost of expensive tests and surgical treatments.

Research community explored the effectiveness of machine learning methods i.e., support vector machine (SVM), decision tree (DT), random forest (RF),
logistic regression (LR), naïve bayes (NB), multi-layer perceptron (MLP), quadratic discriminant analysis (QDA), etc., which obtained good results in the
classification problems over other data classification models [4]. SVM and RF are the most commonly used classifiers for binary classification problems [5].
Research shows that SVM performs better over other statistical algorithms as well as instance-based learning methods [7]. RF is an ensemble of unpruned DT
and is employed in case a of large number of features and training datasets. RF comprises of many DTs and produces the output class of an individual DT
[11]. DT is an analytical method, which can be employed to represent the classification problems. Additionally, DTs are helpful in the prediction of marketing,
economics, engineering, and medicine [10]. NB is effective [9] for text classifications, system performance management as well as medical diagnosis
applications. KNN technique is employed to categorize the samples in feature space-based on nearby samples. KNN is a supervised machine learning
algorithm that is used for regression and classification problems. KNN is an instance-based learning method for assuming instances related to points in an n-
dimensional Euclidean space and discrete-valued target functions. The target function value for fresh query is merely estimated locally and overall, the
calculations are changed until the final classification [12]. Recently, the research community proposed numerous machine learning techniques [13–21] in
diagnosing various diseases. Classification in medical sciences is the most important and popular decision-making tool for the diagnosis of diseases.

Research community explored various cardiovascular disease prediction systems [24–29], [44–48], [51, 54] based on machine learning algorithms. In [24],
different models were employed for the prediction of heart diseases i.e., approximated L0-norm SVM strategies, recursive characteristic elimination, and
standard SVM, but able to achieve an accuracy of 76.8% only due to using unnecessary features. In [25], SVM was employed for the detection of
cardiovascular disease in patients. Removing the unnecessary features improved the accuracy of this method to 85%. In [26], the system employed a set of
strategies and multivariate adaptive regression splines for the selection of features in order to decrease the size of explanatory features. The system achieved
an accuracy of 82.14% using LR as a classifier. In [27], various machine learning algorithms i.e., KNN, MLP, SVM were used with particle swarm optimization
(PSO) for the detection of cardiovascular disease. PSO used two types of optimizations i.e., relative, and brief optimization. This system obtained an accuracy
of 81.73% on KNN, 82.30% on MLP, and 75.37% on SVM. In [28], ant colony optimization (ACO) was merged with the KNN to detect heart disease. This method
achieved an accuracy of 70.26% using the combination of ACO and KNN. In [29], machine learning classifiers i.e., SVM, NB, and DT-GI were used to detect
cardiovascular disease. In [44], NuSVM called N2Genetic-NuSVM and two-level hybrid genetic algorithm was used to classify the healthy persons and
cardiovascular patients. An accuracy of 93.08% was yielded using a 10-fold cross-validation technique. In [45], numerous data mining models i.e., SVM,
random trees (RTs), Chi-squared automatic interaction detection (CHAID), and C5.0 were employed using 10-fold cross-validation. RTs performed well and
yielded an accuracy of 91.47% on 10-fold cross-validation while the C5.0, SVM, and CHAID achieved the accuracy of 82.17%, 69.77%, and 80.62%, respectively.
In [46], a classification and regression tree (CART) was used with 40 clinical features to develop a heart disease diagnosis system. In [48], a heterogeneous
features selection algorithm (2HFS) was developed for selecting important features and employed machine learning techniques i.e., DT, NB, RF, and XGboost
to detect the heart disease. To handle the imbalance in dataset, two methods i.e., adaptive synthetic and synthetic minority over-sampling technique (SMOTE)
were used and achieved an accuracy of 92.58%. In [51], heart disease prediction system was designed using large amount of medical data available on the
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cloud. SVM was employed to classify between the healthy and cardio patient. The cloud-based recommendation system used history of patients, streaming
medical data, and knowledge database to provide users alert and recommendations. In [54], hybrid random forest linear model (HRFLM) was proposed to
detect the cardiovascular disorder in patients and employed different machine learning methods i.e., SVM, NB, NN, and RF. HRFLM achieved the best results
(accuracy of 88.7%) among all the machine learning methods.

Research community also explored deep learning methods [22, 23]-[30–34] for the detection of cardiovascular disease. Deep learning (DL) methods are
growing rapidly and imitate the way humans gain certain types of knowledge. DL represents multi-level records and is able to overcome the selectivity
invariance problem [8]. These methods are used in various application domains, which work with a large amount of data and have the capability to decode the
complicated hassle easily. In [22], a smart health care system was proposed for cardiovascular disease prediction using sensor data and electronic medical
records. Ensemble deep learning was employed for the classification purpose and yielded an accuracy of 98.5%. In [23], an optimized deep neural network was
employed to detect the presence of cardiovascular disease. This method used the Talos optimization technique and achieved an accuracy of 90.78%. In [30],
neural network and genetic algorithm were used to make a hybrid system for the classification of heart disease. The weights of each neuron were initialized
with the help of a global optimization technique and genetic algorithm that achieved an accuracy of 89%. In [31], cardiovascular disease prediction system
named CardioHelp was designed for the detection of heart disease. Convolution neural network was employed to classify between the cardiovascular disease
patient and healthy person, which achieved an accuracy of 97%. In [32], neural network (NN) was used for the detection of heart disease and achieved an
accuracy of 96.30% on three-fold cross validation. In [33], multiple layer neural network was used for cardiovascular disease prediction. Two hidden layers
between an input and output were used. An average accuracy of 91.60% was achieved using multiple layer neural network. In [34], two classification strategies
i.e., locally linear embedding and regression were used for the classification purpose of coronary artery disease and achieved an accuracy of 80%. In [53], an
ensemble learning system was proposed using the LR, NB, and MLP for diagnosing the heart disease. Majority voting role was employed to combine the
output of all the three classifiers. The ensemble learning system yielded an accuracy of 88.88%. In [49], an IoT based heart disease detection system was
proposed using the modified deep convolutional neural network for classification purpose. Two devices i.e., heart monitor device and smart watch were
attached to the patient for checking blood pressure and electrocardiogram. An accuracy of 98.2% was achieved using mapping-based cuttlefish optimization
algorithm for features selection. In [47], four distinctive features selection methods i.e., information gain, gini index, principal component analysis, and weights
by SVM were used to select optimal subset of features whereas, four optimization techniques i.e., evaluation strategy, particle swarm optimization, forward
and backward weights optimization were employed to enhance the neural network using 10-fold cross validation technique.

Existing methods also explored applications [35, 36, 37] for prediction of heart disease. In [35], an application using machine learning algorithms were used for
monitoring of the cardio patients. A cloud-based system was presented to provide an interface to the users for uploading physiological data to check the
status of their cardiac health. The application achieved an accuracy of 77.39%, 95.05%, 95.76%, 97.53% and 86.40% on ANN, LR, RF, SVM and NB,
respectively. In [36], cardiovascular disease prediction system based on the fuzzy cognitive map and structural equation modeling using Canadian community
health survey dataset was used. There are 20 attributes used in this dataset for validation purpose. The system achieved an accuracy of 74%. In [37], an
intelligent cardiovascular disease prediction system was introduced using the big data. The system uses data mining techniques, NB, and a software
framework Hadoop and Mahout for classification purposes.

Even, if the literature signifies much improvement to detect the heart disease, the problem is far being solved. Still, there exists certain limitations of the
existing state-of-the-art heart attack prediction methods [44–57] i.e., low accuracy, expensive treatment, unable to better handle missing values and high
dimensional datasets, undiscovered valuable information from clinical datasets, usage of irrelevant variables which degrades the system performance, using
small datasets for training purpose that are unreliable for heart disease prediction, and incapable of extracting prominent features from diverse datasets.
Therefore, to achieve the maximum capability of machine learning and deep learning algorithms, it is necessary to pre-process the clinical data to achieve
better classification accuracy because clinical datasets are irregular and uncertain. So, we need to develop an effective and robust system, which practitioners
can use to reduce the death rate of those patients having the cardiovascular disorders. The major contributions of our work are as under:

We present an effective features selection method by using the recursive feature elimination (RFE) technique to identify an optimal subset of prominent
features.

We proposed a novel convolutional neural network CNN-cardioAssistant to detect cardiovascular disease patients.

We present a reliable and efficient prediction model using the RFE and CNN-cardioAssistant to effectively diagnose the cardiovascular disease.

We performed rigorous experiments on three diverse datasets as well as on cross dataset settings to check the generalizability and robustness of the
proposed system over state-of-the-art methods.

The remaining paper provides the details of the proposed method, experimental setup & results, and the conclusion of our work.

2. Proposed Methodology
This section presents the detailed working mechanism of the proposed method. The major objective of the proposed system is to predict the presence of
cardiovascular disease in patients at preliminary stages based on past records. The workflow of the proposed system is comprised of three phases i.e.,
features selection, classification, and validation analysis. The initial phase deals with the procedure of important features selection by employing the RFE. In
the second phase, optimal subsets of features are used to train CNN-CardioAssistant for the prediction of cardiovascular disease. Finally, in the third phase,
the performance of the system is validated. The proposed system takes clinical data as input comprising of age, sex, chest pain type, resting blood pressure,
serum cholesterol, fasting blood sugar, resting electrocardiographic results, maximum heart rate achieved, exercise induced angina, ST depression induced by
exercise relative to rest, the slope of peak exercise ST segment, number of major vessels colored by fluoroscopy, thal (3 = normal, 6 = fixed defect, 7 = reversible
defect), and angiographic disease status. The proposed working mechanism is shown in Figure I.
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2.1. Pre-Processing
Pre-processing is an important stage to refine the dataset. It is noteworthy to mention that in most cases, the missing values and redundant features degrades
the accuracy of the method. So, we initially check the dataset for the missing values and redundant features. We can handle missing values in many ways i.e.,
ignore all values, replace the values with some numeric type values, replace it with frequently appearing value for that feature, replace it with mean value, etc.
In Statlog, and Public Health dataset is no missing values, but in Cleveland dataset, there are some missing values. The missing values in Cleveland dataset
are the “value of main vessels” and the “thal” features. The pre-processing stage comprises of two steps i.e., removing the redundant features and replacing
the missing values. We observed that three attributes such as patient’s blood pressure, cholesterol, and age group have missing values. We replaced the
missing values of these specific attributes by computing the mean value of the column.

2.2. Features Selection
Feature selection is an important process to enhance the effectiveness of classification performance. Hence, selecting a subset of more reliable features is
crucial to make the challenging prediction task easy. The feature selection process can be performed in numerous ways, i.e., filtering the data, grouping the
data to make clusters, eliminating irrelevant features by applying feature selection algorithms, etc. The best subset of features can be obtained by evaluating
the features on some criteria i.e., dependency measures, distance measures, consistency measures, and information measures. Any dataset comprises of
three distinct types of features i.e., relevant, irrelevant, and redundant. Relevant features hold maximum information about the data, irrelevant features don’t
hold any valuable information, and the redundant features hold information, which is already given via other features in the dataset and hence, the redundant
features don’t contribute to predict the salient data patterns. So, in this paper, we employed the RFE selection method [38] to eliminate the irrelevant and
redundant features and finally obtain the most discriminative and reliable features, which improves the accuracy of the model. RFE is a cross-validated
features selection method that recursively selects a subset of features based on the ranking of features. RFE removes the collinearity and dependency among
the features of the dataset. RFE eliminates the features and recursively builds the model with the remaining feature until all the features of the dataset are
finished. At each iteration, features rank is measured and features with the lowest rank are eliminated. The features selection algorithm selects first n features
from the ranking. The process is given below.

Build the classification model using an optimal subset of features.

Compute features rank to check prominent features of dataset.

Eliminate features with low rank.

The pseudo code of RFE method is presented in Algorithm 1.

Algorithm 1

Inputs:

Training set S

Set of n features K = {f1,……,fn}

Ranking technique R (S, K)

Outputs:

Final Ranking Fr

Code:

Repeat for x in {1: n}

Rank optimal subset using R (S, K)

f*  last ranked feature in K

F  r  (n-x + 1)   f*

K K - f*

2.3. Convolutional Neural Networks
The prediction of cardiovascular disease is a binary classification problem. Neural networks are effective classifiers and have shown significant
enhancements under certain scenarios [58]. Research community has explored neural networks by using different configurations with application-specific
settings such as various hidden layers, neurons, and minibatch sizes to improve the classification accuracy. Application areas in which results are improved
by employing neural networks include speech processing, time series prediction, and image processing [59]. Artificial neural networks perform the
transformation of the input data over hidden layers and estimate errors at output layers [60–62]. After transformation of input data and normalization, the
gradient descent algorithm utilizes backpropagated error by an output layer to iteratively update the weights of the layers. The gradient descent algorithm has
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been enhanced by using rigorous experimentation and analysis such as making modifications to the algorithm, visualization of hidden layers, reducing the
overfitting problems, scheduling the training process, and making the neural network layers nonlinear. However, the problem is far from being solved despite
significant improvements in neural network applications. The training networks overfit due to irrelevant parameters in deep learning architecture and the
problems get worse when the training data is insufficient for training the network. Numerous data augmentation techniques [63, 64] such as position
augmentation and color augmentation have been proposed to address the issues of overfitting the models. Data augmentation artificially generates data from
the existing data by employing various settings such as cropping, adding noise, shear, translation, etc., however, these techniques fail miserably on clinical
datasets. A small amount of training data leads to poor training that results in an inaccurate and poor classification. As it is obvious that wrong decision in
the medical field has great consequences and accompanies bigger penalty compared to other applications such as image synthesis, speech processing,
semantic labeling, chat-bot configuration, etc.

Due to an inaccurate detection mechanism, a person having cardiovascular disease may be left untreated, which can lead to incorrect therapeutic medication
as an accurate prediction in medical applications are necessary, therefore, our main goal is to enhance the classification accuracy and precise prediction. We
proposed a CNN-based model to effectively detect cardiovascular patients. We also compared the performance of the traditional machine learning algorithms
with the proposed system and performed cross dataset experiments to check the generalizability of the system. The detailed architecture of the proposed
CNN-based model is discussed in the subsequent section.

2.4. Proposed CNN-cardioAssistant Architecture
In order to enhance the classification accuracy and precise prediction of cardiovascular disease. We proposed a CNN-based model to effectively detect
cardiovascular patients and named our system as the Convolutional neural networks-based cardiovascular assistant (CNN-CardioAssistant). We also
compared the performance of the traditional machine learning algorithms with the proposed system and performed cross dataset experiments to check the
generalizability of the system. The detailed architecture of the proposed CNN-based model is discussed in the subsequent section.

The detailed proposed CNN-based model is shown in Figure II. The architecture of the proposed CNN-based model is a feedforward network, which works on a
sequential single input and single output way. In this work, we performed binary classification experimentations and assumed that patients having the
cardiovascular disease were classified as “1” while the absence of cardiovascular disease is classified as “0”. The number of attributes selected by employing
RFE is 6, 8, and 15. We split the data into 80/20 and used 80% data for training while 20% for testing the trained model. More specifically, we used 240 records
of the Z-Ali Zadeh Sani dataset for training the model while 60 records for testing the trained model. From the Framingham dataset, we used 3,390 records for
training while 848 records for testing purposes. Similarly, we used 820 records of the Public Health dataset for training while 105 records for evaluating the
model. Therefore, the input layer as shown in Figure II. has R 240 × 6, R 240 × 8, and R 240 × 15 dimensions for Z-Ali Zadeh Sani dataset while R 240 × 6, R 240 × 8, and
R 240 × 15 dimensions for Framingham dataset and R 240 × 6, R 240 × 8, and R 240 × 13 dimensions for the public Health dataset.

The optimal subsets of features by RFE are combined in a fully connected Dense layer with 32 neurons. The Dense layer efficiently normalizes numerous
attributes before the non-linear transformation by employing the rectified linear unit. We also used the dropout layer equal to 0.5 to reduce the overfitting
problem. We used a cascaded set of four convolutional layers that are followed by dense layers. In the first convolutional layer, we used hidden units size of
256, kernel size of 3, strides of 1, padding equal to the same, and an activation function equal to Relu. The first convolutional layer is followed by a batch
normalization layer, which is then followed by a max pooling layer of pool size equal to 3, strides equal to 1, and padding equal to the same. The 2nd and 3rd
have the same configurations while we have used different configurations for the last fourth convolutional layer. The fourth layer has hidden units of size 64,
kernel size of 3, strides of 1, padding equal to the same, and an activation layer of Relu. The fourth layer is followed by the dense layer that has an activation
function of relu. We also used rmsprop as an optimizer, learning rate equal to 0.005, decay equal to 0, and set the loss function as categorical entropy loss. We
used the above-mentioned hyperparameters to achieve better performance classification precision and accuracy for cardiovascular disease prediction.

3. Experimental Results And Discussion
This section provides the details of the experiments conducted to measure the performance of the proposed system to detect cardiovascular disease. We
evaluated the performance of the proposed system using the accuracy, precision, recall, and F1-score. The details of experiments on the datasets are given
below.

3.1. Datasets
In this work, we used five popular cardiovascular disease datasets i.e., Statlog [39], Cleveland [40], Public Health [41], Z-Alizadeh sani [42], and Framingham
datasets [43] that are publicly available in UCI machine learning repository database. Each dataset has different attributes such as Statlog has an age, gender,
chest pain type, resting blood pressure, serum cholesterol, fasting blood sugar, maximum heart rate, exercise-induced angina, oldpeak, the slope of the peak,
number of major vessels, and thal, etc., while the Cleveland and public health datasets have also the same attributes as that of Statlog dataset. Z-Alizadeh
Sani Dataset has a total of 54 features and is arranged in four groups such as demographic, symptom and examination, ECG, and laboratory and echo
features. Framingham dataset has 4238 records, which belong to three groups such as demographic, behavioral, and medical risk factors. This dataset
provides a potential risk of coronary artery disease before 10 years. Each dataset contains the data of both male and female patients. The datasets are
diverse in terms of attributes where each dataset has distinctive features from others. The details of all the five datasets are given in Table I.

Table I. Details of the datasets.
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Dataset No of Observations No of attributes No of healthy persons No of heart patients

Statlog 270 75 150 120

Cleveland 303 76 164 139

Z-Alizadeh sani 300 54 87 216

Framingham 4238 16 3596 644

Public Health 1025 14 499 526

3.2. Results on Z-Alizadeh sani Dataset
The objective of this experiment is to check the effectiveness of the proposed system on the Z-Alizadeh sani dataset [42] to detect the presence of
cardiovascular disease using three different subsets of features i.e., 6, 8, and 15. We employed RFE feature selection technique to select an optimal subset of
features that contain the maximum information of the cardiovascular disease to train the 11 machine learning algorithms and the proposed CNN-
cardioAssistant. We conducted experiments on all the three optimal subsets of features.

In the first phase, we employed RFE and selected an optimal subset of six features i.e., age, body mass index (BMI), typical chest pain (ca), triglyceride (TG),
platelet (PLT), and ejection fraction (EF-TTE) to train multiple classifiers for cardiovascular disease prediction. We achieved an accuracy of 80.32%, 81.96%,
85.24%, 85.24%, 83.60%,67.21%, 83.60%, 78.68%, 81.96%, 85.24%, 80.12%, and 88.52% on DT, LR, KNN, XGboost, MLP, GPC, AB, NB, QDA, RF, SVM, and CNN-
cardioAssistant, respectively. From Table II, we can observe that the proposed method CNN-cardioAssistant performed well and attained maximum accuracy
of 88.52%, precision of 100%, recall of 72.13%, and F1-score of 83.81% on an optimal subset of six features among all the twelve methods. KNN, XGboost, and
RF performed second best and achieved an accuracy of 85.24%, precision of 90.90%, recall of 80.80%, and F1-score of 89.89% while the GPC performed the
worst by achieving an accuracy of 67.21%, precision of 72.72%, recall of 80% and F1-score of 76.19%. From the results on the optimal subset of six features,
we can conclude that the combination of these features does not hold enough information and can’t reliably be used by the cardiologists for the accurate
detection of cardiovascular disease. So, we need to include more prominent features to further enhance the performance of our system.

In the second phase, we select another optimal subset of features comprised of two additional features i.e., fasting blood sugar (FBS) and erythrocyte
sedimentation rate (ESR) along with the previous six selected features. This subset of eight features includes the following i.e., age, BMI, typical chest pain,
FBS, TG, ESR, PLT, and EF-TTE. We achieved an accuracy of 81.96%, 81.96%, 81.96%, 93.44%, 78.68%, 60.65%, 85.24%, 80.32%, 80.32%, 86.88%, 81.30%, and
88.52% on DT, LR, KNN, XGboost, MLP, GPC, AB, NB, QDA, RF, SVM, and CNN-cardioAssistant, respectively. We achieved the best accuracy of 93.44%, precision
of 95.45%, recall of 89.36%, and F1-score of 92.30% on these eight selected features using the (RFE_XGboost) method. Moreover, the proposed system also
performed second best and achieved an accuracy of 88.52%, precision of 100%, recall of 72.13%, and F1-score of 83.80%. (RFE_GPC) performed worst by
achieving an accuracy of 60.65%, precision of 75%, recall of 75%, and F1-score of 75%. From the results on the subset of eight features, we observed that by
adding the additional two features, the accuracy of each method increases and found significant improvement for XGboost where an increase of 8.20% was
observed.

In the third phase, we increased the number of input features from eight to fifteen i.e., age, weight, BMI, blood pressure (BP), ca, FBS, TG, low-density
lipoprotein (LDL), ESR, hemoglobin (HB), Na, white blood cells (WBC), Lymph, PLT, and EF-TTE. We achieved an accuracy of 85.24%, 78.68%, 67.21%, 80.32%,
72.13%, 24.59%, 81.96%, 86.88%, 81.96%, 83.60%, 78.60%, and 78% on DT, LR, KNN, XGboost, MLP, GPC, AB, NB, QDA, RF, SVM, and CNN-cardioAssistant,
respectively. The detailed results of all the three subsets of features in terms of accuracy, precision, recall, and F1-score are reported in Table II. We achieved
the best accuracy of 86.88%, precision of 90.91%, recall of 90.91%, and F1-score of 90.90% on (RFE_NB) method. The DT performed second best and achieved
an accuracy of 85.24%, precision of 95.45%, recall of 85.71%, and F1-score of 90.30% while the GPC performed the worst and achieved an accuracy of
24.59%, precision of 0.00%, recall of 0.00%, and F1-score of 0.00%. We can conclude from the results that (RFE_XGboost) performed well on an optimal subset
of eight features among all different methods and subsets of features. For this dataset, the combination of ideal features is eight for (RFE_XGboost). The
addition of two features i.e., FBS and ESR to a subset of 6 features played a significant role in the correct classification of healthy people and cardiovascular
patients. It can be concluded that (RFE_XGboost) on eight features can reliably be used in clinics by cardiologists for the detection of cardiovascular disease.

Table II. Evaluation on Z-Alizadeh sani dataset using machine learning techniques on 6, 8 and 15 features subsets.
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Algo No
of
Attr

Accuracy% Precision% Recall% F1-
Score%

No
of
Attr

Accuracy% Precision% Recall% F1-
Score%

No
of
Attr

Accuracy% Precisi

DT 6 80.32 90.90 83.33 86.96 8 81.96 95.45 83.33 89.00 15 85.24 95.45

LR 81.96 90.90 85.10 87.91 81.96 93.18 85.41 89.10 78.68 93.18

KNN 85.24 90.90 88.88 89.89 81.96 93.18 78.84 85.40 67.21 84.09

XGboost 85.24 90.90 88.88 89.89 93.44 95.45 89.36 92.30 80.32 93.18

MLP 83.60 97.72 82.69 89.58 78.68 93.18 83.67 88.20 72.13 100

GPC 67.21 72.72 80.00 76.19 60.65 75.00 75.00 75.00 24.59 0.00

AB 83.60 93.18 85.41 89.13 85.24 97.72 86.00 91.50 81.96 93.18

NB 78.68 85.71 83.72 84.71 80.32 86.36 86.36 86.40 86.88 90.91

QDA 81.96 86.6 88.37 87.36 80.32 86.36 86.36 86.40 81.96 90.91

RF 85.24 93.18 87.23 93.18 86.88 97.72 87.75 92.50 83.60 95.45

SVM 80.12 90.10 83.12 86.70 81.30 93.12 82.22 88.70 78.60 93.10

Proposed 88.52 100 72.13 83.81 88.52 100 72.13 83.80 78.00 66.67

3.3. Results on Framingham Dataset
This experiment is designed to check the effectiveness of distinctive features combination of the proposed system on the Framingham dataset [43] to
accurately detect cardiovascular disease. As earlier, we conducted experiments on all features of the dataset as well as on two subsets of optimal features i.e.,
a combination of six and eight features.

In the first stage, we employed a subset of six features i.e., age, total cholesterol level (totchol), systolic blood pressure (sysBP), diastolic blood pressure
(diaBP), BMI, and blood glucose level (glucose) to train multiple classifiers independently for classification. We achieved an accuracy of 83.96%, 85.25%,
83.37%, 85.02%, 84.78%, 75.82%, 85.02%, 82.19%, 82.66%, 84.66%, 82.60%, and 77.30% on DT, LR, KNN, XGboost, MLP, GPC, AB, NB, QDA, RF, SVM, and CNN-
cardioAssistant, respectively. From the results reported in Table III, we can observe that (RFE_LR) outperformed among the twelve methods on a combination
of six features and achieved an accuracy of 85.25%, precision of 5.55%, recall of 29,16% and F1-score of 9.30%. (RFE_AB) also achieved an accuracy of
85.02%, precision of 7.14%, recall of 47.36%, and F1-score of 12.40% while we achieved the lowest performance on (RFE_GPC) and achieved an accuracy of
75.82%, precision of 16.66%, recall of 17.35%, F1-score of 17.00%. We observed that all twelve methods provide lower performance in terms of precision, recall
and F1-score. These six features do not contain enough details, so, we need to use more features in order to improve the performance of the system.

In the second stage of this experiment, we added two more features i.e., heartrate and cigsPerDay to a subset of six features. The second optimal subset of
features is comprised of eight features i.e., age, cigrate person smoke per day (cigsPerDay), totchol, sysBP, diBP, BMI, heartrate, and glucose. We achieved an
accuracy of 83.25%, 85.25%, 84.19%, 84.90%, 85.02%, 76.88%, 84.78%, 82.31%, 81.95%, 84.90%, 81.80%, and 83.24% for DT, LR, KNN, XGboost, MLP, GPC, AB,
NB, QDA, RF, SVM, and CNN-cardioAssistant, respectively. We achieved best accuracy of 85.25% on (RFE_LR), precision of 2.38%, recall of 60.00%, F1-score of
4.58%. (RFE_MLP) performed second best and achieved an accuracy of 85.02%, precision of 12.69%, recall of 48.48%, and F1-score of 20.13% while the
(RFE_GPC) performed worst and achieved an accuracy of 76.88%, precision of 20.63%, recall of 21.31%, and F1-score of 20.97%. From the results reported on
a subset of eight features, we observed that all the methods again performed worst in terms of precision, recall and F1-score. This combination of features is
not reliable to be used for the prediction of cardiovascular disease. We also observed that adding these two features i.e., heart rate and cigsPerDay enhance
the accuracy on CNN-cardioAssistant from 77.30–83.24% while the accuracy of other methods increases slightly.

Table III. Evaluation on Framingham dataset using machine learning techniques on 6, 8, and 15 features subsets.



Page 8/14

Algo No
of
Attr

Accuracy% Precision% Recall% F1-
Score%

No
of
Attr

Accuracy% Precision% Recall% F1-
Score%

No
of
Attr

Accuracy% Precisi

DT 6 83.96 5.55 29.16 9.30 8 83.25 3.96 19.23 6.57 15 85.24 2.38

LR 85.25 2.38 60.00 4.60 85.25 2.38 60.00 4.58 88.52 5.55

KNN 83.37 7.14 6.76 6.90 84.19 9.52 37.50 15.19 70.49 9.52

XGboost 85.02 3.17 44.44 5.90 84.90 5.55 43.75 9.85 86.88 5.55

MLP 84.78 4.76 40.00 8.50 85.02 12.69 48.48 20.13 78.68 23.60

GPC 75.82 16.66 17.35 17.00 76.88 20.63 21.31 20.97 37.70 20.63

AB 85.02 7.14 47.36 12.40 84.78 8.73 44.00 14.57 90.16 21.38

NB 82.19 23.01 34.94 27.80 82.31 24.60 36.04 29.25 86.88 2.38

QDA 82.66 18.25 34.32 23.80 81.95 20.63 32.91 25.37 81.96 21.64

RF 84.66 5.55 38.88 9.70 84.90 5.55 43.75 9.85 84.90 5.55

SVM 82.60 18.10 34.80 27.50 81.80 20.50 32.80 25.20 85.88 2.38

Proposed 77.30 18.18 14.29 16.00 83.24 28.57 7.14 11.43 99.86 100.00

In the third stage of this experiment, we increased the number of input features from eight to fifteen. This optimal subset of features consists of gender, age,
education, currentSomker, cigsPerDay, BPMeds, prevalentStroke, prevalentHyp, diabetes, totChol, sysBP, diaBP, BMI, heartrate, and glucose. We achieved an
accuracy of 85.24%, 88.52%, 70.49%, 86.88%, 78.68%, 37.70%, 90.16%, 86.88%, 81.96%, 84.90, 85.88%, and 99.86% for DT, LR, KNN, XGboost, MLP, GPC, AB,
NB, QDA, RF, SVM, and CNN-cardioAssistant, respectively. The detailed results of all methods on all the three subsets of features in terms of accuracy,
precision, recall, and F1-score are given in Table III. We observed that our method CNN-cardioAssistant performed well among all other methods and achieved
an accuracy of 99.86%, precision of 100.00%, recall of 99.11%, F1-score of 99.55%. (RFE_AB) performed second-best on this subset of optimal features and
achieved an accuracy of 90.16%, precision of 21.38%, recall 60.00%, and F1-score of 15.58% while the GPC performed the worst and achieved an accuracy of
37.70%, precision of 20.63, recall of 60.00%, and F1-score of 20.97%. From the results, it is concluded that increasing the number of features enhances the
accuracy of the system. Comparing the results of eight and fifteen features, we noticed a slight increase in accuracy on all the classifiers except the CNN-
cardioAssistant where we experienced a significant improvement from 83.24–99.86%. From the detailed results, we can conclude that CNN-cardioAssistant
outperformed against all the other methods. The proposed method using the combination of fifteen features can reliably be used by the clinical physicians
and medical specialists in hospitals, health care, and medical centers for the prediction of cardiovascular disease patients early and accurately.

3.4. Results on Public Health Dataset
The objective of this experiment is to check the effectiveness of the proposed system on the Public Health dataset [41] to classify healthy persons and
cardiovascular disease patients. For this purpose, we designed a three-phase experiment on the subset of six, eight, and thirteen features.

In the first phase, we employed RFE to select an optimal subset of six features i.e., age, cp, chol, thalach, pldpeak, and ca. We achieved an accuracy of 90.73%,
83.41%, 77.56%, 92.68%, 83.41%, 87.31%, 83.90%, 84.87%, 83.31%, and 98.04% on DT, LR, KNN, XGboost, MLP, AB, NB, QDA, SVM, and CNN-cardioAssistant,
respectively. From Table IV, we observe that in the first experiment on an ideal subset of six features, CNN-cardioAssistant performed well among all other
methods and achieved an accuracy of 98.04%, precision of 100%, recall of 96.39%, and F1-score of 98.17%. The technique (RFE_XGboost) performed second
best and achieved an accuracy of 92.68%, precision of 97.19%, recall of 89.65%, and F1-score of 93.28% while the (RFE_KNN) performed worst and achieved
an accuracy of 77.56%, precision of 74.76%, recall of 80.80%, and F1-score of 77.67%. We can conclude from these results that CNN-cardioAssistant performs
well even on the reduced features-set of six and can still be used for the correct prediction of heart disease.

In the second phase, again, we employed RFE to select eight key features. This optimal subset of features has same six features that were previously selected
while the other two prominent features such as trestbps and thal are added to it. We achieved an accuracy of 91.70%, 84.87%, 74.63%, 95.12%, 82.43%,
91.70%, 86.34%, 84.39%, 82.33%, and 98.04 on DT, LR, KNN, XGboost, MLP, AB, NB, QDA, SVM, and CNN-cardioAssistant, respectively. From the Table IV, we
can observe that CNN-cardioAssistant outperformed again against all the methods and achieved an accuracy of 98.04%, precision of 100%, recall of 96.40%,
and F1-score of 98.17%. The (RFE_XGboost) also achieved better accuracy of 95.12%, precision of 98.13%, recall of 92.92%, and F1-score of 95.45% while the
performance of the (RFE_KNN) degrades and achieved an accuracy of 74.63%, precision of 73.83%, recall of 76.60%, and F1-score of 75.24%. From the results
on subset of eight features, we observed that by adding the two features i.e., testbps and thal enhances the accuracy of other methods slightly but the
accuracy of CNN-cardioAssistant remains the same. We didn’t observe much increase in accuracy, so, we can conclude that both combinations of features i.e.,
six and eight are reliable for the accurate prediction of cardiovascular disease patients.

In the third phase, we increased the number of features from eight to a combination of thirteen features i.e., age, sex, cp, trestbps, chol, fbs, restecg, thalach,
exang, oldpeak, slope, ca, and thal. We achieved an accuracy of 78.68%, 85.24%, 63.93%, 85.25%, 78.68%, 90.16%, 85.24%, 83.60%, 84.25%, and 98.68% on DT,
LR, KNN, XGboost, MLP, AB, NB, QDA, SVM, and CNN-cardioAssistant, respectively. Again, we achieved maximum accuracy of 98.68% on CNN-cardioAssistant.
The results on each subset in terms of accuracy, precision, recall, and F1 score are given in Table 4. Our proposed method CNN-cardioAssistant performed the
best and achieved an accuracy of 98.68%, precision of 100%, recall of 97.18%, and F1- score of 98.57%. The (RFE_AB) also performed well and achieved an
accuracy of 90.16%, precision of 88.23%, recall of 93.75%, and F1-score of 90.91% while the performance of (RFE_KNN) degrades and achieved an accuracy
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of 63.93%, precision of 64.70%, recall of 68.75%, and F1-score of 66.67%. The experimental results on thirteen features illustrate that there is a minor increase
of 0.64% in an accuracy of CNN-cardioAssistant but we observe a decline in accuracy of other methods. We can conclude from the results on all the three
combinations of features that CNN-cardioAssistant performed the best and can reliably be used for the timely and accurate prediction of cardiovascular
disease. These selected features contain maximum information that is required to make an accurate prediction of cardiovascular disease.

Table IV. Evaluation on Public Health dataset using machine learning techniques on 6, 8, and 13 features subsets.

Algo No
of
Attr

Accuracy% Precision% Recall% F1-
Score%

No
of
Attr

Accuracy% Precision% Recall% F1-
Score%

No
of
Attr

Accuracy% Precisi

DT 6 90.73 92.52 90.00 91.24 8 91.70 97.20 88.14 92.45 13 78.68 79.41

LR 83.41 85.98 82.88 84.11 84.87 87.85 83.93 85.85 85.24 87.87

KNN 77.56 74.76 80.80 77.67 74.63 73.83 76.60 75.24 63.93 64.70

XGboost 92.68 97.19 89.65 93.28 95.12 98.13 92.92 95.45 85.25 87.87

MLP 83.41 85.98 82.88 84.40 82.43 94.39 80.80 97.07 78.68 91.17

AB 87.31 88.78 87.15 87.97 91.70 94.39 90.18 92.24 90.16 88.23

NB 83.90 88.78 81.89 85.20 86.34 88.79 85.59 87.16 85.24 91.17

QDA 84.87 91.58 81.66 86.35 84.39 88.79 82.61 8559 83.60 85.29

SVM 83.31 85.80 82.70 83.90 82.33 94.29 80.69 96.80 84.25 86.91

Proposed 98.04 100 96.39 98.17 98.04 100 96.40 98.17 98.68 100

3.5. Performance comparison on cross datasets
This experiment is designed to evaluate the performance of the proposed system on the cross-datasets settings to check the robustness and generalizability
of the proposed system. For this purpose, we analyzed the three datasets such as Cleveland, Statlog, and public health. We observed that these datasets have
similar attributes, thus, we selected the thirteen similar attributes such as age, sex, cp, trestbps, chol, fbs, restecg, thalach, exang, oldpeak, slope, ca, and thal of
these datasets for cross dataset experiments. More specifically, in first cross dataset scenario, we used Cleveland dataset for training the model and the public
health dataset for the testing purpose. We achieved the highest accuracy of 98.44% on CNN-cardioAssistant. The detailed results in terms of accuracy,
precision, recall, and F1-score are reported in Table V. In the second experiment, we used public health dataset for the training and Cleveland for the evaluation
purpose. We achieved a remarkable accuracy of 99.34%. In the third experiment, we used the public health dataset for training purpose and Statlog for testing
purpose and vice versa. We achieved an accuracy of 70.74%. In the fourth experiment, we used Statlog dataset for training purpose and public health dataset
for evaluation purpose. We achieved an accuracy of 64.88%. From the results reported in Table V, we observed that the performance of the proposed system
degrades when training on Statlog and testing on the public health dataset. We analyzed both datasets and found that the data has few issues. The number
of instances of Statlog and public health datasets are either missing or very less as compared to another dataset. The amount of training data is small, and
we can’t use augmentation for the clinical data. The instances with fewer numbers are called the rare cases. We investigated both the datasets deeply and
discovered that there are missing data in the training dataset (Statlog) for chest pain (cp), major vessels (ca), and thal while the testing dataset (public health
dataset) has data for these features. There are four types of chest pain i.e, typical angina, atypical angina, non-anginal pain, asymptomatic. Typical angina is
represented by 1, atypical angina by 2, non-anginal by 3, and asymptomatic by 4. From the dataset, we observed that there are a number of major vessels (0–
3) colored by fluoroscopy. We analyzed that there are three types of thal i.e., normal, fixed defect, and reversible defect. Normal thal is denoted by 3, fixed

Table V. Performance results on cross datasets.

Training Dataset Testing Dataset Accuracy% Precision% Recall% F1-Score%

Cleveland Public Health Dataset 98.44 97.05 100 98.50

Public Health Dataset Cleveland 99.34 98.80 100 99.40

Public Health Dataset Statlog 70.74 86.60 56.00 68.02

Statlog Public Health Dataset 64.88 59.93 92.25 7357

defect is denoted by 6, and the reversible defect is denoted by 7. An over-constrained model underfits when there is a small amount of training data, whereas,
an under-constrained model overfits the training data. Both of these cases result in poor prediction of the model. So, we conclude that the small amount of
data for training in Statlog dataset is the main reason behind the poor prediction.

3.6. Performance comparison with other methods
To show the efficiency of our method for cardio disease prediction, we performed a comparative analysis of the proposed and existing state-of-the-art
cardiovascular disease prediction methods, and results are shown in Table VI for Z-Alizadeh sani [42], public health [41], and Framingham [43] datasets,
respectively. Our method yielded the best accuracy of 93.44%, 98.68%, and 99.86% on Z-Alizadeh sani, public health, and Framingham datasets, respectively.
We have reported the results of comparative papers in this performance comparison experiment. First, we performed an experiment on Z-Alizadeh sani dataset
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[42] and split the data into 80 − 20 for training and evaluation purposes. We used 80% data for training and the rest 20% for the testing. The results of the
existing state-of-the-art methods [44–48] and our method are listed in Table VI. From Table VI, we can observe that [47] performed the worst and achieved an
accuracy of 88.49%, abdar, [44] performed second best and yielded an accuracy of 93.08% while our method performed the best that yielded an accuracy of
93.44% on Z-Alizadeh sani dataset. The results reported in Table 6 reveals that the (RFE_XGboost) on eight features has better performance in terms of an
accuracy and can be used reliably for the detection of cardiovascular disease.

Table VI. Performance comparison with other state-of-the-art methods on Z-Alizadeh Sani, Public health, and Framingham datasets.

Dataset Authors Accuracy% Dataset Authors Accuracy% Dataset Authors Accuracy%

Z-Alizadeh
sani
Dataset

Abdar, Moloud, et al.
[44]

93.08 Public
Health
Dataset

Khan,
Mohammad
Ayoub et al. [49]

97.6 Framingham
Health
Dataset

Khan, Mohammad
Ayoub et al. [49]

92.02

Joloudari, Javad
Hassannataj, et al.
[45]

91.47 Khan,
Mohammad
Ayoub et al. [49]

84.6 Khan, Mohammad
Ayoub et al. [49]

88.3

Ghiasi, et al. [46] 92.41 Wu CS, et al. [50] 86 Sivaji, U., et al. [54] 88.7

Khan et al. [47] 88.49 Ismail, A. et al.
[51]

90.6 Al-Makhadmeh, et
al. [55]

99.03

Nasarian et al. [48] 92.35 Nurtas, Marat, et
al. [52]

82 Nourmohammadi-
Khiarak, Jalil, et al.
[56]

94.03

Nasarian et al. [48] 92.85 Raza, K, et al. [53] 88.88 Ali, Liaqat, et al.
[57]

89

In this study 93.44 In this study 98.68 In this study 99.86

Next, we performed an experiment on public health dataset [41] using 80 − 20 data for the training-testing. We compared the performance of our method with
existing state-of-the-art methods as shown in Table VI. The detailed results of the proposed and existing state-of-the-art methods [49–53] in terms of an
accuracy are reported in Table VI. From these results, we observed that [52] proposed a system for the prediction of heart disease and achieved an accuracy of
82%, which is 16.68% smaller than our method, [49] yielded second-best accuracy of 97.6% while our method achieved remarkable accuracy of 98.68%. The
results reported in Table VI reveal that our experimental study is remarkably effective for the prediction of cardiovascular disease.

Finally, we used Framingham dataset [43] for the prediction of cardiovascular disease using 80% of the data for training the model and 20% of the data for
testing. We compared the results of the proposed method against these contemporary methods [49, 54, 55, 56, 57] based on the accuracy as shown in Table
VI. Experimental results on Framingham dataset [43] revealed that [49] achieved the worst performance with an accuracy of 88.3%, [55] achieved an accuracy
of 99.3% while our method performs the best and yielded an accuracy of 99.86%. Experimental results show that the proposed system can effectively and
reliably be used for the prediction of cardiovascular disease on multiple and diverse datasets.

4. Conclusion
This paper has presented an effective framework CNN-cardioAssistant to predict cardiovascular disease. Initially, we employed the RFE for selecting the most
prominent features from the five diverse heart disease datasets i.e., Statlog, Cleveland, Public Health, Z-Alizadeh, and Framingham. Subsequently, we
proposed a novel convolutional neural network for classification purpose and achieved an accuracy of 88.52%, 98.04%, and 99.58% on Z-Alizadeh, Public
health, Framingham datasets. We evaluated the performance of the proposed method on cross datasets to check the generalizability of our method. In future,
we aim to employ the same method for the prediction of other diseases. The RFE and other feature selection techniques with a combination of deep learning
and machine learning classifiers can be applied to select more relevant features from the dataset to further enhance the performance of prediction systems.
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Figures

Figure 1

Proposed System.
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Figure 2

Proposed Convolutional Neural Network.


