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Abstract In this study, temporIn this study, temporal trend analysis was con-6

ducted on the annual and quarterly meteorological variables of Lanzhou from7

1951 to 2016, and a weighted Markov model for extremely high-temperature8

prediction was constructed. Several non-parametric methods were used to an-9

alyze the time trend. Considering that sequence autocorrelation may affect the10

accuracy of the trend test, we performed an autocorrelation test and carried11

out trend analysis for sequences with autocorrelation after removing correla-12

tion. The results show that the maximum temperature, minimum temperature,13

and average temperature in Lanzhou have a significant rising trend and show14

different performances in each season. In detail, the maximum temperature in15

summer does not have a significant change trend, while the minimum temper-16

ature in winter is the most significant rising trend, which leads to more and17

more ”warm winter” phenomenon. Finally, we construct a weighted Markov18

prediction model for extremely high temperatures and obtain the conclusion19

that the prediction results by the model are consistent with the real situa-20

tion. and show different performances in each season. In detail, the maximum21

temperature in summer does not have a significant change trend, while the22

minimum temperature in winter is the most significant rising trend, which23

leads to more and more ”warm winter” phenomenon. Finally, we construct a24

weighted Markov prediction model for extremely high temperatures and ob-25

tain the conclusion that the prediction results by the model are consistent with26

the real situation.27
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1 Introduction30

The trend analysis of temperature change is one of the main aspects of climate31

change research and an important means to understand global climate change.32

The Intergovernmental Panel on Climate Change(IPCC) assessment points out33

that there has been a marked trend in global temperature change since the34

20th century and that the frequency of extreme weather and climate events35

has increased. Therefore, the trend analysis of temperature change plays an36

important role in the detection of climate change.37

In recent years, many scholars have done extensive research on the trend38

analysis of temperature variation in different regions. It is the main content of39

research to use trend analysis to explore the trend, direction, amplitude and40

abrupt of hydro-climatic data change. Partal (2017); Sharma et al. (2016)ex-41

plored the annual and multi-annual variation characteristics of data such as42

temperature and rainfall by using trend analysis method and summarized43

the law of climate change. China’s extreme temperature changes are gener-44

ally consistent with global’s, He and Zhang (2005) analyzed climate change45

trends and characteristics along the Lancang River (China) according to the46

archival data of monthly air temperature and precipitation series. Zhai and47

Pan (2003) studied the extreme temperature in northern China in the past48

50 years, and concluded that in northern China, both extremely minimum49

temperature and extremely maximum temperature tend to be warmer. In the50

northwest of China, extremely minimum and maximum temperatures have51

undergone an asymmetric growth (Shi and Zhao (2014)). Liu et al. (2016) an-52

alyzed the hot weather and high temperature days in the summer of Gansu53

Province from 1981 to 2010, they found the summer high temperature days54

for nearly 30 years had an increasing trend.55

In general, we are mainly concerned about two issues for the trend anal-56

ysis of time series data. The first is whether there is a significant trend, the57

direction of trend change and the magnitude of change range. The second is58

whether there is a break in the time series and when the break occurs. Faced59

with these two problems, current research methods on trend analysis can be60

divided into two categories. One is trend testing with nonparametric meth-61

ods. Koutsoyiannis (2003)pointed out that changes in climatic data over the62

past period can be reflected by the non-stationarity of the data. Therefore,63

the commonly used methods to solve the first kind of problems are Mann–64

Kendall(MK) test, Spearman’s rho test and Sen’s slope estimation. MK test65

is a non-parametric trend test proposed by Mann (1945) and Kendall (1975),66

however, it and Spearman’s rho test can only be used to test the trend but not67

to estimate the amplitude of the trend. Although the amplitude estimation of68

the change trend can be obtained by the least square method, considering the69

normality assumption of the least square method and its sensitivity to extreme70

values, the non-parameter method of Sen’s slope(SS) estimation is proposed71

by Sen (1968). This method has strong robustness to the extreme value and72

no assumption of normality to the original data, so it has been widely used,73

especially in the trend test and estimation of meteorological data. The annual74
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and quarterly trends of temperature change in Serbia are studied by using the75

above methods in Gocic and Trajkovic (2013), and more applications can be76

found in Chen et al. (2009); Gocic and Trajkovic (2013); Meena (2020); Partal77

(2017); Sayemuzzaman and Jha (2014); Sonali and Kumar (2013); Yacoub and78

Tayfur (2018). The other is the change point test method for time series, in79

which Pettitt’s method(Pettitt (1979)) is mainly used for change point test in80

meteorological variable data. Yacoub and Tayfur (2018); Partal (2017) used81

Pettitt’s method to test the annual change point of rainfall and temperature82

sequences. In this study, the above two kinds of methods are used to analyze83

the trend of meteorological data in Lanzhou.84

In the above trend analysis articles, most studies only used the non-parametric85

methods to study whether there is a change trend, and few articles paid at-86

tention to the effect of sequence autocorrelation on the trend. Both the MK87

test and Sen’s slope estimation require time series to be serially indepen-88

dent which can be accomplished by using the pre-whitening technique (von89

Storch H. (1995)). The trend test in this paper takes into account the influ-90

ence of sequence autocorrelation and carries out trend test after removing the91

correlation of sequences with autocorrelation.92

Markov process is used to describe random processes without aftereffect. It93

is used in many natural sciences such as queuing theory, biology and geogra-94

phy. As an improvement of Markov model, weighted Markov model has been95

applied in stochastic phenomenon prediction, disaster prediction and other96

fields. Tian et al. (2010) applied the grey weighted Markov chain model to97

forecast the utility of water supply. Gong et al. (2013)) used weighted Markov98

model to predict the low temperature risk in Nanjing. Masseran (2015) ana-99

lyzed the stochastic behaviors of wind-direction data by Markov chain model.100

In our study, we used the method in literature Gong et al. (2013) to classify101

the state of the extremely high temperature series in Lanzhou city, and used102

weighted Markov to predict the occurrence of extremely high temperature.103

The application of the model was tested and the conclusion shows that the104

prediction results were robust.105

The main purposes of this paper is as follows: 1. Analyze the variation106

trend of the meteorological variables in Lanzhou, conduct in-depth research107

on the different changes of the annual and seasonal trends, and give the spe-108

cific variation trend in the annual and seasonal. 2. Consider the influence of109

autocorrelation of time series on the trend, and discuss the change trend af-110

ter removing the correlation of the influential series. 3. Explore whether there111

are changes in meteorological variables and when they occur. 4. Prediction of112

extremely high temperature weather using weighted Markov model.113

The remainder of this paper is organized as follows. In Section 2, the data114

source used in this paper and the form of the data are described; In section115

3, the common non-parametric analysis methods using trend analysis and the116

Markov model used for prediction are introduced. In Section 4, we use the117

methods and models in Section 3 to analyze and apply the data.118
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2 Study area and Data119

Lanzhou is located in the northwest of China, the geometric center of China’s120

continental map, and the central part of Gansu Province. The city center is121

located at 36◦03′ north latitude and 103◦40′ east longitude, with a total area of122

13085.6 square kilometers. Lanzhou has a temperate continental climate with123

large temperature difference and little precipitation. It has a mild climate124

without severe cold in winter or scorching heat in summer. In recent years,125

more and more people begin to pay attention to the change in temperature.126

Temperature change affects not only agricultural production but also the daily127

life of residents. Therefore, it is of great significance to analyze the temperature128

variation trend in Lanzhou.129

In this paper, the meteorological datasets of Lanzhou from 1951 to 2016130

collected by Lanzhou Central Meteorological Observatory of Gansu Province131

are used, which include daily temperature, rainfall, pressure and variables132

such as whether extreme weather occurs. First of all, basic data cleaning is133

carried out for the original data. We focus on analyzing the variation trend134

of daily temperature and rainfall. Through the analysis of the collected data,135

the annual average rainfall of Lanzhou is 311.2mm and the annual average136

temperature is 9.87◦C. August is the wettest month with an average rainfall of137

72.2mm, while December is the least wet month with an average rainfall of only138

1mm. The average annual temperature in July was as high as 22.7◦C, while139

the average annual temperature in January was as low as −5.6◦C. Detailed140

descriptions of temperature and rainfall are presented in the following sections.141

3 Methods and Model142

3.1 Trend analysis143

In this part, several non-parametric methods of trend analysis are introduced.144

It is mainly used to test whether there is a trend in meteorological data vari-145

ables (such as temperature), and to estimate the size of the trend if it exists.146

3.1.1 Mann-Kendall test147

The Mann-Kendall(MK) test is a non-parametric rank based test (Kendall
(1975);Mann (1945) ), which does not require the data to be distributed nor-
mally. The test statistic S, which has mean zero and a variance computed by
Eq. (2), is calculated using Eqs. (1) :

S =
n

∑
i=2

i−1

∑
j=1

sign(xi − x j) , (1)

Var(S) =
n(n−1)(2n+5)−∑

q
p−1

tp (tp −1)(2tp +5)

18
. (2)
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where xi and x j are the data value in time point i and j, sign() is the sign
function. n is the number of data points, p is the number of tied groups, and
tp denotes the number of ties of extent p . A tied group is a set of sample data
having the same value. In cases where the sample size n ̸= 10, the standard
normal test statistic Z is computed by Eq. (3)

Z =















S−1√
Var(S)

if S > 0;

0 if S = 0;
S+1√
Var(S)

if S < 0.
(3)

Positive values of Z indicate increasing trends while negative Z values show148

decreasing trends. To test for monotonic trend at a significance level, the null149

hypothesis of no trend is rejected if the absolute value of standardized test150

statistic Z is greater than Z1−α/2.151

3.1.2 Sen’s slope estimate (SS)152

If a linear trend is present in a time series, the true slope (change per unit153

time ) can be estimated using a simple non-parametric procedure developed154

by (Sen (1968)) . The slope estimates of N pairs of data are first computed by155

Qi =
x j − xk

j− k
for i = 1,2, · · · ,N.

where x j and xk are data values at times j and k( j > k), respectively. The
median of these N values of Qi is Sen’s estimator of slope. Sen’s estimator is
computed by,

Qmed =

{

Q[(N+1)/2], N is odd
1
2

(

Q[N/2]+Q[(N+2)/2]

)

, N is even

Positive and negative signs of test statistics indicate increasing and decreasing156

trends.157

3.1.3 Spearman’s rho test158

Like the MK test, the rank-based nonparametric statistical SR test is com-
monly used to assess the significance of monotonic trends in hydro-meteorological
data time series(Yacoub and Tayfur (2018)). This method detects the existence
and non-existence of trends in data time series. It can also identify if there is
increase or decrease in the trend. In this test: the null hypothesis H0 means
that the given data are independent and identically distributed in time, while
the alternative hypothesis H1 indicates that a trend exists. The SR test statis-
tic D and the standardized test statistic ZSR are calculated by Equations (4)
and (5) as follows.

D = 1− 6∑
n
i=1 (R(Xi)− i)2

n(n2 −1)
, (4)
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ZSR = D

√

n−2

1−D2
. (5)

where R(Xi) is the rank of ith observation Xi in the sample size n. In this159

test, H0 is rejected and H1 is accepted if |ZSR| > 2.08 for the 5% significance160

level. Positive values of ZSR indicate trend increase, while the negative values161

indicate trend decrease.162

3.1.4 Serial correlation effect163

In trend analysis of time series, the correlation of time series will affect the164

result of trend analysis. Therefore, if there is correlation, the trend analysis165

should be carried out after the correlation is removed.166

The lag-1 serial coefficient r1 of sample data Xi, originally derived by Salas
et al. (1985). but several recent researchers have been utilizing the same equa-
tion (Gocic and Trajkovic (2013)) to compute r1. It can be computed by

r1 =
1

n−1 ∑
n−1
i=1

(xi −E(xi)) · (xi+1 −E(xi))

1
n ∑

n
i=1 (xi −E(xi))

2
,

where E(xi) is the mean of sample data and n is the number of observations
in the data. According to Salas et al. (1985) and most recent study Gocic and
Trajkovic (2013) have used the following equation for testing the time series
data sets of serial correlation.

−1−1.645
√

(n−2)

n−1
≤ r1 ≤

−1+1.645
√

(n−2)

n−1
.

If r1 falls inside the above interval, then the time series data sets are in-167

dependent observations. In cases where r1 is outside the above interval, the168

data are serially correlated. If time series data sets are independent, then the169

MK test and the SS can be applied to original values of time series. If time170

series data sets are serially correlated, then the ’pre-whitened’ time series171

may be obtained as (x2 − r1x1,x3 − r1x2, . . . ,xn − r1xn−1) (Gocic and Trajkovic172

(2013);Sayemuzzaman and Jha (2014)).173

3.1.5 Pettitt’s change point test174

The Pettitt test developed by Pettitt (1979), was used to find the existence175

of a main change point in the time series. This test determines a significant176

change in the general tendency of a time series. Test statistic, K is given as:177

K = max
1≤k≤N

|Uk| ,

where Uk is equivalent to a Mann-Whitney statistic using for testing two sam-
ples (x1,x2, . . . .,xk) and

(

xk+1,xk+2,··· . . . ,xN) , Uk can be acquired as below:

Uk = 2

k

∑
i=1

ri − k(N +1),
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where ri is the rank of the i th observation. A change point occurs in the series
where Uk reaches a maximum (Tarhule & Woo Igg). If a change point exists,
then Uk increases up to this change point, then begins to decrease. This point
may occur several times in a time series, indicating several local change points.
Significance level of the K value is computed approximately as:

Kα =

[

− lnα
(

N3 +N2
)

6

]0.5

.

If K exceeds Kα , then the change point is statistically significant.178

3.2 Weighted Markov chain modeling179

The Fluctuation Index is introduced in Markov chain modeling process :180

vk =
x(0)(k)− x̂(0)(k)

x̂(0)(k)
·100%,(k = 1,2, · · · ,n−m).

Note: taking x̂(0)(k) as the trend value of the kth item, x(0)(k)− x̂(0)(k) indicates181

the kth item’s absolute fluctuation. Obviously, the greater vk is, the farther the182

actual value deviates from the trend value and the worse the stability is; the183

smaller vk is, the closer the actual value deviates from the trend value and the184

better the stability is.185

According to vk, the fluctuation index sequence V = (v1,v2, · · · ,vn−m) can186

be divided into s states. If there is vk ∈ [a1i,a2i] , i = 1,2, · · · ,s, the fluctuation187

state of the kth item is in State i(Ei) in which a1i,a2i denote the lower bound188

and upper bound of Ei respectively. Thereby, state set E = (E1,E2, · · · ,Es) is189

generated according to each fluctuation index.190

In order to make full usage of the recent data and to reduce the effects of191

random errors, here adopts multi-step transitions by constructing state tran-192

sition probability matrix. The transition probability of state i to state j after193

w steps acts as p
(w)
i j :194

p
(w)
i j =

m
(w)
i j

Mi

.

Note: m
(w)
i j is the number of state i to state j after w steps’ transition; Mi is195

the total number of state i. The transition probability matrix after w steps is196

composed by transition probabilities p
(w)
i j after w steps:197

P(w) =













p
(w)
11

p
(w)
12

· · · p
(w)
1s

p
(w)
21

p
(w)
22

· · · p
(w)
2s

...
...

...
...

p
(w)
s1

p
(w)
s2

· · · p
(w)
ss













, i = 1,2, · · · ,s
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Next, select the last s items’ states as the initial states, and the transition198

steps w are distances between the forecasting item and each selected item. Con-199

sidering the initial states (i1, i2, · · · , is) of s items respectively, the correspond-200

ing transition probability after w steps p
(w)
i =

(

p
(w)
i1 , p

(w)
i2 , · · · , p

(w)
is

)

, i= 1,2, · · · ,s201

should be adopted from the transition probability matrix P(w). Therefore, state202

transition probability matrix of the tth forecasting data can be obtained:203

R =













p
(1)
i11

p
(1)
i12

· · · p
(1)
i1s

p
(2)
i21

p
(2)
i22

· · · p
(2)
i2s

...
...

...
...

p
( j)
is1

p
( j)
is2

· · · p
( j)
iss













, i = 1,2, · · · ,s

Determine the state of the tth forecasting data by choosing the correspond-204

ing state ∗ of max{pi = ∑
s
w=1 pw

•i, i = 1,2, · · · ,s} and this state’s upper bound205

and lower bound are a1∗ ,a2∗ respectively.206

Finally, the modified forecasting data can be calculated:207

ŷ(t) = x̂(0)(t) · [1+0.5(a1∗+a2∗)] .

For the prediction of the (t + 1)th item, the state of the tth item should be208

added in the state transition probability matrix. Then equal dimension pro-209

cessing should be implemented through reconstructing the probability matrix.210

Consequently, the next modified forecasting value will come out. Repeating to211

use of this method until all the rest forecasting values are modified.212

4 Application213

In this section, The meteorological data of Lanzhou city are analyzed by the214

method introduced the section 3. Firstly, the trend analysis of the maximum215

temperature, minimum temperature, average temperature and rainfall is car-216

ried out. Secondly, weighted Markov model is established to predict high tem-217

perature disaster.218

4.1 Trend analysis219

Nonparametric trend test was carried out on the annual highest temperature(Tmax),220

lowest temperature(Tmin), average temperature(Tav), temperature difference(diff-221

T) and annual average rainfall of annual data. The analysis results are shown222

in the Table 1.223

In Table 1, the mean, standard deviation(sd), Mann-Kendall test statistic224

Z, Spearman rho test statistic ZSR, sen’s slope, trend, year of change point225

occurred and lag-1 serial coefficient r1 of meteorological variables are analyzed.226

From Table 1, the mean values of annual maximum temperature, minimum227

temperature and average temperature are respectively 35.6◦C, -16◦C , 9.9◦C,228
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Table 1 Trend analysis for annual data

mean sd MK-Z Sr(ZSR) Sen’s slope Trend change point Lag-1

Tmax 35.574 1.542 2.326** 2.472** 0.023 Yes 1996 0.303
Tmin -16.003 2.660 5.813*** 7.010*** 0.104 Yes 1981 0.501
Tav 9.874 0.968 7.394*** 11.747*** 0.044 Yes 1986 0.799

diff-T 12.401 0.802 -5.617*** -7.013*** -0.026 Yes 1973 0.554
rainfall 311.3 75.84 -0.852 -0.908 -0.462 No No 0.063
*** p<0.01, ** p<0.05, * p<0.1

and the sd of average temperature is the smallest, while the sd of annual229

minimum temperature is the largest. The mean value of the annual mean230

temperature difference is 12.4◦C and the variance is small, which means it’s231

less volatile. The annual average rainfall was 311.3mm and sd is 75.84mm,232

indicating that it fluctuated within a large range.233

In order to make the result of trend test more reasonable, first observe the234

lag-1 serial coefficient r1. According to the conclusion of serial correlation effect235

test, if r1 ∈ (−0.218,0.187), the series is considered to have no correlation effect.236

In Table 1, there are four variables whose lag-1 serial coefficients are outside the237

interval, that is, the data corresponding to the variable are serially correlated.238

We have to consider the new sequence (x2 − r1x1,x3 − r1x2, . . . ,xn − r1xn−1), which239

is removed the correlation. After the correlation is removed, the new sequence240

is analyzed again. The test results are shown in Table 2241

Table 2 Trend analysis for annual data(Removed correlation)

MK-Z Sr(ZSR) Trend Lag-1

Tmax 1.5796 1.681 No -0.025
Tmin 3.0288*** 3.000*** Yes -0.171
Tav 2.1796** 2.268** Yes -0.161

diff-T -2.2589** -2.279** Yes -0.105
*** p<0.01, ** p<0.05, * p<0.1

It can be seen from the test results in Table 2, firstly, the test coefficients242

of the temperature series are all within the range (−0.218,0.187), indicating243

that the series is independent at this time and the trend test results are valid.244

Secondly, according to the results of Mann-Kendall and Spearman rho test,245

there was no significant variation trend in the annual maximum temperature246

and the annual average rainfall series, while the annual minimum temperature247

and annual average temperature series have significant increased trend, while248

the temperature difference series has a significant decreased trend.249

To sum up, the main reasons for the climate warming in Lanzhou in recent250

years are the increase of the minimum temperature and the decrease of the251

temperature difference. The average annual minimum temperature increases252

by 0.104℃, the average temperature increases by 0.044℃, and the temperature253

difference decreases by 0.026℃.254
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To illustrate the performance of the increased trend of temperature in dif-255

ferent seasons, the above annual meteorological data were divided into seasons256

and the non-parametric trend test statistics of each variable in different sea-257

sons were obtained. The test results are shown in Table 3.258

Table 3 Trend analysis for season data

season variable mean sd MK-Z Sr(ZSR) Sen’s slope Trend change point Lag-1

Tmax 31.406 1.517 2.227** 2.180** 0.025 Yes 1993 0.226
Tmin -6.474 2.828 2.397** 2.395** 0.042 Yes No 0.114

Spring Tav 11.687 1.047 5.324*** 6.444*** 0.034 Yes 1991 0.462
diff-T 13.263 0.864 -3.038*** -3.237*** -0.017 Yes 1969 0.321
rainfall 62.57 29.91 0.321 0.395 0.06 No No 0.0039

Tmax 35.537 1.544 2.309** 2.458** 0.023 Yes 1996 0.301
Tmin 9.144 1.897 4.878** 5.619** 0.060 Yes 1997 0.427

Summer Tav 21.653 0.992 4.605*** 5.349*** 0.030 Yes 1996 0.573
diff-T 12.701 0.721 -3.553*** -3.861*** -0.017 Yes 1974 0.109
rainfall 171.55 65.16 -0.43 -0.48 -0.23 No No 0.102

Tmax 29.061 2.182 2.807*** 3.136*** 0.04 Yes 1986 0.250
Tmin -7.902 2.705 4.098*** 4.517*** 0.066 Yes 1981 0.105

Autumn Tav 9.592 1.014 6.375*** 8.854*** 0.039 Yes 1986 0.601
diff-T 11.585 1.233 -2.4461** -2.528** -0.018 Yes No 0.165
rainfall 71.95 30.93 -1.096 -1.18 -0.24 No No 0.035

Tmax 14.748 2.697 3.122*** 3.420*** 0.053 Yes 1991 0.123
Tmin -16.003 2.660 5.813*** 7.010*** 0.104 Yes 1981 0.501

Winter Tav -3.695 1.575 7.482*** 11.521*** 0.074 Yes 1984 0.686
diff-T 12.040 1.540 -6.198*** -8.126*** -0.057 Yes 1980 0.548
rainfall 5.23 4.54 0.69 0.61 0.02 No No -0.08

*** p<0.01, ** p<0.05, * p<0.1

Similarly, we first check the lag-1 serial coefficient r1. Some of the Lag-1259

serial coefficients in the table are outside the interval (−0.218,0.187), which in-260

dicating that there is a correlation, and the sequence needs to be de-correlated.261

Table 4 shown the decorrelated test results for correlated sequences.262

According to Table 4, in the test of correlation coefficient, the average263

temperature and the temperature difference in winter are still correlated. We264

used the method of decorrelation again to remove the correlation before the265

trend test. The conclusions of trend test are shown in Table 5.266

In Table 5, according to the value of correlation effect test statistic r1, there267

is no correlation effect in the sequence, and the trend test conclusion is reliable.268

Synthesize the test results in Table 3, Table 4 and Table 5, first of all, from269

the average level of temperature and rainfall in the four seasons, Lanzhou has270

distinctive seasons with the largest temperature difference in spring and the271

smallest in autumn. Secondly, in terms of the variation trend of meteorological272

variables, there is no significant variation trend of rainfall and summer maxi-273

mum temperature, while other seasonal temperature variables have significant274

variation trend. Among the variables with obvious trend, the maximum tem-275

perature, the minimum temperature and the average temperature all show an276

increasing trend, while the temperature difference shows a decreasing trend.277
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Table 4 Trend analysis for season data(Removed correlation)

season MK-Z Sr(ZSR) Trend Lag-1

Tmax 2.151** 2.161** Yes -0.03
Spring Tav 2.825*** 2.952*** Yes -0.039

diff-T -1.795* -1.924* Yes -0.075
Tmax 1.580 1.680 No -0.025

Summer Tmin 3.046*** 3.317*** Yes -0.027
Tav 2.542** 2.625** Yes 0.003

Autumn Tmax 2.032** 2.218** Yes -0.013
Tav 2.848*** 3.174*** Yes -0.141
Tmin 3.029*** 3.000*** Yes -0.171

Winter Tav 3.278*** 3.204*** Yes -0.314
diff-T -2.667*** -2.666*** Yes -0.236

*** p<0.01, ** p<0.05, * p<0.1

Table 5 Trend analysis for winter data(Removed correlation)

season MK-Z Sr(ZSR) Trend Lag-1

Winter Tav 4.235*** 4.407*** Yes 0.056
diff-T -3.146*** -3.224*** Yes 0.049

*** p<0.01, ** p<0.05, * p<0.1

Finally, from the extent of the variation in meteorological variables, the four278

temperature variables all show the largest slop in winter. In detail, the average279

maximum temperature increasing by 0.04◦C per year, the average minimum280

temperature increasing by 0.104◦C per year, the average temperature increas-281

ing by 0.074◦C per year, and the temperature difference decreasing by 0.057◦C282

per year. Similarly, the variation degree of temperature variables in other sea-283

sons can be seen in the sen’s slope in Table 3. The results of the pettitt’s284

change-point test show that the temperature changes in different seasons are285

different.286

Plot the seasonal variation trend of temperature variables, as shown in287

Figure 1. Horizontally, the trend of the lowest temperature in each season is288

the most obvious. Longitudinally, each variable has a greater variation trend289

in winter. In a comprehensive way, the main reason for the climate warming in290

Lanzhou lies in the rise of the minimum temperature. Meanwhile, the variation291

trend of all temperature variables in winter indicates that the temperature292

rising in Lanzhou is mainly reflected in the ”warm winter” phenomenon.293

4.2 Extreme high temperature prediction using weighted Markov models294

In the last section, we have found and analyzed the significant trend of tem-295

perature rise. In this section, we build a weighted Markov model to predict296

extreme high temperature weather in Lanzhou.297
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Fig. 1 Seasonal temperature trend

In the context of climate warming, the increasing frequency of disasters and298

the increasing losses caused by meteorological disasters have seriously affected299

agricultural production, social economy and regional sustainable development.300

The extreme high temperature events were defined by Bonsal et al. (2001).301

Extreme high weather is considered when a day’s temperature is higher than302

90 percent of the annual temperature. In our article, the 90th percentile value303

of the daily maximum temperature series of 66 years was selected, and the304

average value of 66 years was defined as the threshold value.305

After calculation, the threshold T ∗ = 30.12◦C . Next, calculate the days306

whose temperature is greater than or equal to T ∗, and divide these days into307

6 categories according to the number (one, two, three, four, five, six and308

above) of consecutive high temperature days, and then we construct a set309

of annual high temperature index, denoted by h1i,h2i,h3i,h4i,h5i,h6i, where hdi310

represents the high temperature index of the consecutive d-days in the ith311

year(i = 1,2, · · · ,66,d = 1,2, · · · ,6). The high temperature index of the six cat-312

egories can be calculated as follows: If the frequency of the consecutive d-days313

of high temperature in the ith year is N, then the d-day high temperature314

index in this year can be counted as hdi = Nd,d = 1,2, · · · ,6. For example, the315

frequency of the consecutive four days of high temperature in 1951 (the first316

year) is 4, then the 4-day index in this year is h41 = 4×4 = 16. the frequency317

of the consecutive 7 days of high temperature is 2, and the frequency of the318

consecutive 8 days is 1 in 1951, then we can calculate the 6-day high tem-319

perature index by h61 = 1×7+1×8 = 15. By the same token, we obtain the320
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high temperature index of all categories of Lanzhou city from 1951 to 2016321

(As shown in Table 6).322

Obviously, the longer duration of high temperature lasts, the higher risk it323

will bring. Reference to Gong et al. (2013),in this paper, the different weights324

of the d-day high temperature index hdi,d = 1,2,3,4,5,6, are endowed to ωd ,325

where ω1 = 1.0,ω2 = 1.05,ω3 = 1.1,ω4 = 1.15,ω5 = 1.2,ω6 = 1.25; Thus, we ob-326

tain the set of the high temperature weighted index, denoted by { f1i, f2i, f3i, f4i, f5i, f6i},327

where fdi = ωdhdi indicates the high-temperature weighted index of consec-328

utive d-days in the ith year. Finally, we can get an annual high temper-329

ature weighted index of the ith year through arithmetic weighted average330

on all categories, denoted by Fi = ∑
6
d=1 ωdhdi. For example, the annual high331

temperature weighted index of second year (1952) can be obtained by F2 =332

7×1.0+2×1.05+12×1.1+0×1.15+5×1.2+17×1.25 = 49.55, see Table 6 .333

Establish classification standard, divide states: Let F̄ = 1
66 ∑

61
i=1 Fi, and S =334

√

1
61−1 ∑

61
i=1 (Fi − F̄)

2 represent the mean and the standard deviation of {F1,F2, . . . ,F66}335

respectively. The annual high-temperature weighted indexes {F1,F2, . . . ,F66} is336

divided into five intervals as follows: E1 =(−∞, F̄ −α1S],E2 =(F̄ −α1S, F̄ −α2S],337

E3 = (F̄ −α2S, F̄ +α2S] ,E4 = (F̄ +α2S, F̄ +α1S] ,E5 = (F̄ +α1S,+∞), where F̄ =338

42.376,S = 14.8, and we set α1 = 1.0,α2 = 0.5. Each interval represents a339

state (interval). Thus, {F1,F2, · · · ,F66} actually belong to a state set E =340

{E1,E2, · · · ,E5}, see Table 7. The resulting states are shown in the last col-341

umn in the Table 6.342

The autocorrelation coefficient of the sequence is calculated by using the
following formula (6). According to the magnitude of the correlation coef-
ficient, the correlation coefficient of lag order 4 is selected, and the weight
vector is calculated according to the formula (7), where l = 4 .The correlation
coefficients and weight vector are shown in Table 8,

[h]rw =
∑

n−w
i=1

(xi − x̄)(xi+w − x̄)

∑
n
i=1 (xi − x̄)2

, (6)

θw =
|rw|

∑
l
w=1 rw

,ω = 1,2, · · · , l. (7)

The state transition probability matrix can be calculated by using the343

index value of extreme high temperature and the partitioned state. ω steps344

state transition probability matrix is345

P(ω) = (pω
i j)5×5, pω

i j =
mω

i j

Mi

, ω = 1,2,3,4.

where mω
i j is the number of state i to state j after ω steps’ transition; Mi is the346

number of state i.347

We used 2012-2015 as the initial year to predict extreme high temperatures348

in 2016 using a weighted Markov model. Combined with the state transition349

probability and the weight coefficient, the probability of the occurrence of350
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Table 6 The high temperature index and states

Years 1-day 2-day 3-day 4-day 5-day 6-day Index States

1951 3 18 3 4 0 15 48.55 3
1952 7 2 12 0 5 17 49.55 3
1953 9 8 3 4 10 21 63.55 5
1954 6 12 9 8 0 7 46.45 3
1955 7 12 3 8 0 13 48.35 3
1956 3 8 9 4 0 0 25.90 1
1957 12 2 6 8 0 6 37.40 3
1958 8 10 0 0 0 8 28.50 2
1959 2 8 0 0 5 6 23.90 1
1960 6 4 15 0 10 0 38.70 3
1961 6 6 3 4 10 12 47.20 3
1962 5 6 3 4 0 16 39.20 3
1963 9 14 12 0 0 8 46.90 3
1964 2 6 3 0 0 6 19.10 1
1965 5 6 6 0 5 6 31.40 2
1966 6 8 9 4 0 9 40.15 3
1967 2 2 3 4 0 8 22.00 1
1968 3 6 6 0 0 0 15.90 1
1969 6 14 9 8 0 0 39.80 3
1970 6 4 0 8 0 6 26.90 1
1971 6 0 3 4 10 12 40.90 3
1972 7 4 3 4 10 11 44.85 3
1973 4 0 12 0 0 11 30.95 2
1974 8 2 9 4 5 7 39.35 3
1975 4 6 3 4 5 11 37.95 3
1976 3 0 3 4 0 0 10.90 1
1977 3 4 3 0 0 19 34.25 2
1978 5 4 3 8 5 6 35.20 3
1979 5 2 0 0 5 0 13.10 1
1980 7 12 3 8 0 0 32.10 2
1981 3 8 3 4 0 21 45.55 3
1982 6 6 9 0 5 14 45.70 3
1983 5 6 9 4 0 6 33.30 2
1984 7 6 3 4 0 7 29.95 2
1985 4 6 0 8 5 8 35.50 3
1986 4 6 0 0 0 16 30.30 2
1987 4 8 3 4 0 18 42.80 3
1988 2 6 9 4 0 15 41.55 3
1989 13 6 0 0 0 9 30.55 2
1990 6 10 3 4 5 13 46.65 3
1991 5 8 0 4 5 31 62.75 5
1992 7 6 6 0 0 0 19.90 1
1993 8 2 6 0 5 0 22.70 1
1994 5 10 6 0 5 12 43.10 3
1995 6 8 6 4 0 9 36.85 3
1996 4 4 3 4 5 13 38.35 3
1997 2 6 6 16 0 27 67.05 5
1998 7 6 9 4 5 23 62.55 5
1999 6 8 3 8 0 11 40.65 3
2000 6 10 6 0 10 16 55.10 4
2001 6 2 6 4 0 38 66.80 5
2002 4 6 3 8 0 35 66.55 5
2003 9 8 3 4 0 7 34.05 2
2004 8 4 12 4 0 19 53.75 4
2005 5 8 18 8 0 13 58.65 5
2006 2 4 9 0 5 45 78.35 5
2007 8 6 18 4 0 8 48.70 3
2008 8 8 9 8 0 14 53.00 4
2009 5 6 15 8 5 6 50.50 4
2010 12 8 0 4 15 9 54.25 4
2011 10 8 0 0 0 36 63.40 5
2012 9 10 9 4 5 8 50.00 4
2013 8 16 6 4 5 15 60.75 5
2014 4 4 3 4 10 10 40.60 3
2015 9 8 9 0 5 15 52.05 4
2016 6 4 3 4 0 46 75.60 5
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Table 7 State classification of all the annual high-temperature weighted indexes

State Classification standard Interval of annual

1 E1 (−∞,27.576]
2 E2 (27.576,34.976]
3 E3 (34.976,49.776]
4 E4 (49.776,57.176]
5 E5 (57.176,+∞)

Table 8 Self-correlation coefficients and weights of 1st-4th steps

Step w=1 w=2 w=3 w=4

rw 0.406 0.239 0.407 0.337
θw 0.292 0.172 0.293 0.243

extreme high temperature in each state in 2016 is predicted. The results are351

shown in Table 9.352

Table 9 Risk state of the high-temperature simulation in 2015 based on the high-temperature
weighted index

Initial State Delay Weight State 1 State 2 State 3 State 4 State 5 Sources

2015 5 1 0.292 0.100 0.100 0.400 0.100 0.300 P(1)

2014 4 2 0.239 0 0 0 0.333 0.667 P(2)

2013 3 3 0.407 0.074 0.148 0.593 0.037 0.148 P(3)

2012 5 4 0.337 0 0 0.222 0.333 0.445 P(4)

Pi 0.0593 0.0895 0.4329 0.2363 0.4570

The bold figure in Table 9 means the maximum of the state transition353

probability based on the annual high-temperature weighted index of 2012–354

2015. We find that whenmax{Pi}= 0.4570, we have i = 5, which means the risk355

of the high temperature based on the annual high-temperature weighted index356

of 2016 belongs to state 5. Finally, the fuzzy mathematical method mentioned357

in was used to estimate the extreme high temperature index. After calculation,358

it can be concluded that the extreme high temperature index value in 2016 is359

67.01, which is still a certain gap from the real value of 75.06, indicating that360

this method still has space for improvement.361

5 Result362

The annual and quarterly variation trends of meteorological data variables363

are analyzed in detail. The results show that the annual trend changes of364

temperature variables are obvious. In terms of seasonal trend, the maximum365

temperature in summer has no obvious trend, while the seasonal trend of366

other variables is obvious. Generally speaking, the temperature in Lanzhou367
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has a significant trend of rise in the past 66 years, and it has a larger range of368

rise in winter. The annual trend and quarterly trend of rainfall are not obvious,369

but the total amount of rainfall has decreased. In detail, rainfall increases in370

winter and spring, and decreases in summer and fall. In addition, we use the371

weighted Markov model to explore the possibility of extreme high temperature,372

which provides a certain theoretical basis for high temperature warning and373

prevention.374
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Figure 1

Seasonal temperature trend


