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#### Abstract

Automatic modulation classification (AMC) is an essential task in intelligent receivers. AMC research papers over multipath fading channels have two problems. The first problem is the Higher-order moment (HOM)based normalized channel coefficients estimator is not valid for some types of digital modulations. The second problem is poor classification accuracy. This paper solves these problems through significant steps, first, by finding a new HOM-based normalized channel coefficients estimator for all cases of digital modulation types, and second, by finding the mathematical forms of the transmitted signal's estimated normalized HOMs and Higherorder cumulants (HOCs), and third, by selecting the most discriminative estimated HOCs for AMC using features selection algorithms. The simulation results show that the classification accuracy of the selected estimated HOCs, for M-array Phase Shift Keying (MPSK) and M-array quadrature amplitude shift modulation (MQAM) classification is highly improved compared with reference papers. It's $100 \%$ for the three-tap multipath channel case, and Signal-to-noise ratio (SNR) values greater than 6 dB .
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## 1 Introduction

The automatic modulation classification (AMC) algorithm determines the modulation type of the received signal. This task is somehow simple over the Additive white Gaussian noise (AWGN) channel, but it becomes more complicated over the multipath fading channel.

Research papers [1-3] improved the AMC performance using HOCs over AWGN channels. Our work focuses on improving the AMC performance using HOCs but over multipath fading channels. Research papers classify the digital modulation types over multipath fading channels through two steps [4-6]: First, the normalized channel coefficients are estimated using the HOM of the received signal. Second, some of the normalized cumulants of the transmitted signal are estimated based on the previously estimated normalized coefficients.

In [4], the author shows the performance accuracy of binary phase-shift keying (BPSK) and Quadrature PhaseShift Keying (QPSK) classification, using the estimated normalized cumulant $\hat{C}_{42, x}$ of the transmitted signal for the four-tap multipath case and SNR value of 10 dB is $89 \%$. The performance accuracy of 4-quadrature amplitude modulation (4QAM), 16QAM, and 64QAM classification is $77 \%$. In [5], the author shows the performance accuracy of BPSK and QPSK classification, using the estimated normalized cumulant $\hat{C}_{63, x}$ of the transmitted signal for the four-tap multipath case, and SNR value of 10 dB is $91 \%$. The performance accuracy of QPSK, 16QAM, and 64QAM classification is $45 \%$. In [6], the author shows the performance accuracy of BPSK, QPSK, 8PSK, 16QAM, and 64QAM classification, using three normalized estimated cumulants $\hat{C}_{40, x}, \hat{C}_{41, x}$, and $\hat{C}_{42, x}$ of the transmitted signal for the four-tap multipath case and SNR value of 10 dB is $82 \%$. As a result, the AMC performance degrades for lower SNR values cases. So, the selected estimated HOCs in [4-6] have poor performance for AMC over the multipath fading channel.

Deep learning techniques have also been used to classify digital modulations over multipath channels [7,8]. In [7], the author uses the convolutional neural network technique (CNN) to classify PSK, QAM, frequency-shift keying (FSK), Pulse-amplitude modulation (PAM), and analog modulation. The performance accuracy for SNR value of 10 dB is $90 \%$.In [8], the author uses $C_{60, y}$ and $C_{63, y}$ of the received signal as input features to the stacked convolutional auto-encoder to classify BPSK, QPSK, 16-QAM, and 64-QAM over the multipath channel. The performance accuracy for the 5-tap multipath Rayleigh fading channel and SNR value of 10 dB is $91 \%$.

As shown in [4-8], the performance accuracy degrades as the SNR value drops because of the poor performance of the selected HOCs over the multipath fading channel, which is the first problem. Another problem is found, the existing HOM-based normalized channel coefficients estimator in [4-6] can't be used for some digital modulation types like 8PSK and 16PSK (this problem will be explained in Section 3). so, the cumulants can't be estimated based on it, and modulation classification can't be done.

The significant contribution of this paper is to solve these problems through four steps: First, finding a new HOM-based normalized channel coefficients estimator alternative to the existing one in [4-6] for more cases of digital modulation types. Second, finding the mathematical forms of the estimated normalized HOMs of the transmitted signal based on the previously estimated normalized channel coefficients. Third, finding the mathematical forms of the estimated normalized HOCs of the transmitted signal based on the previously estimated normalized HOMs. Fourth, select the most discriminative estimated HOCs for AMC using the feature selection algorithms. The simulation results show that the selected estimated HOCs have improved the classification accuracy compared with reference papers [4-6], the maximum classification accuracy improvement from the reference paper [4] is $40.73 \%$, from the reference paper [5] is 42.99 , and from the reference paper [6] is $40.21 \%$.The performance accuracy of the selected estimated HOCs is $100 \%$ for the three-tap multipath channel and SNR values greater than 6 dB and for the four-tap multipath channel and SNR values greater than 7 dB .

The rest of this paper is organized as follows. In Section 2, we describe the related signal model and the general form of HOCs and HOMs. In Section 3, we explain the problem of the normalized channel coefficients estimator in reference papers [4-6]. In Section 4, we explain the proposed normalized channel coefficients estimator. In Section 5, we estimate the transmitted signal's normalized HOMs. In Section 6, we estimate the transmitted signal's normalized HOCs. In Section 7, we apply feature selection algorithms to get on the best estimated HOCs for AMC. In Section 8, we compare the performance of the selected estimated HOCs in reference papers [4-6] with our selected estimated HOCs for AMC. Finally, we conclude this paper in Section 9.

## 2 System model

The mathematical form of the received signal over a multipath fading channel can be written as:

$$
\begin{equation*}
y(n)=\sum_{k=0}^{L-1} h(k) x(n-k)+w(n):=r(n)+w(n) \tag{1}
\end{equation*}
$$

where $L$ is the number of multipath taps, $x(n-k), k=0, . ., L-1$ are the transmitted digital modulated symbols which are considered independent and identically distributed (i.i.d) random processes, $h(k), k=0, . ., L-1$ are modeled as complex channel fading coefficients as $h(k) \in C N\left(0, \sigma_{h}^{2}\right), r(n)$ is the noise-free received signal, and $w(n)$ is zero-mean complex AWGN which is considered as $w(n) \in C N(0, N)$.

MPSK and MQAM have been used in [4-8]. BPSK, QPSK, 8PSK, 16PSK, 8QAM, 16QAM, 32QAM, and 64QAM have been chosen for this paper. As shown in Section 1, the estimated normalized HOCs have been used for AMC over the multipath channel. First, we define HOMs of the received signal $y(n)$ as [6]:

$$
\begin{equation*}
M_{p q}=E\left[y(k)^{p-q} y^{*}(k)^{q}\right] \tag{2}
\end{equation*}
$$

where * denotes the complex conjugate, $p$ is the order of the moment, and $q$ is the complex conjugate order of the moment.
Second, we define HOCs of the received signal $y(n)$ as [6]:

$$
\begin{equation*}
C_{p q}=\operatorname{Cum}[\overbrace{y_{1}, \ldots, y_{p-q}}^{p-q \text { terms }} \overbrace{y_{p-q+1}^{*}, \ldots, y_{p}^{*}}^{\text {qterms }}] \tag{3}
\end{equation*}
$$

where $p$ is the order of the cumulant, $q$ is the complex conjugate order of the cumulant, and cum function is defined as [9]:

$$
\begin{equation*}
\operatorname{Cum}\left[y_{1},,, y_{n}\right]=\sum_{\forall v}(-1)^{q-1}(q-1)!E\left[\prod_{j \in V_{1}} y_{j}\right] \ldots E\left[\prod_{j \in V_{q}} y_{j}\right] \tag{4}
\end{equation*}
$$

where the sum is being performed over all partitions $V=\left(V_{1}, V_{2}, \ldots, V_{q}\right)$ for the set of indexes $(1,2, \ldots, n)$.
Two feature normalizations are necessary. The first normalization is to avoid the effect of the signal's power level on the values of the features, as shown in Eq. (5) [5,10]. The second normalization is to reduce the range of the values of the feature for different digital modulation types, as shown in Eq. (6) [11,12]:

$$
\begin{align*}
M_{p q}^{\prime} & =\frac{M_{p q}}{\left(M_{21}\right)^{p / 2}}, C_{p q}^{\prime}=\frac{C_{p q}}{\left(C_{21}\right)^{p / 2}}  \tag{5}\\
M_{p q}^{\prime \prime} & =\left(M_{p q}^{\prime}\right)^{2 / p}, C_{p q}^{\prime \prime}=\left(C_{p q}^{\prime}\right)^{2 / p} \tag{6}
\end{align*}
$$

## 3 The HOM-based normalized channel coefficients estimator problem

Research papers like [4-6] use the $M_{40, y}$ moment of the received signal to estimate the normalized channel coefficients as follows [4-6]:
I. The mathematical form of the joint $M_{40, y}$ (moment with different time delays) is written as:

$$
\begin{equation*}
M_{40, y}(\tau, \sigma, \theta)=E[y(n) y(n+\tau) y(n+\sigma) y(n+\theta)] \tag{7}
\end{equation*}
$$

where $\tau, \sigma$, and $\theta$ represent three-time delays [6].
II. Since transmitted symbols $x(n)$ are considered i.i.d, $x(n)$ satisfies [6]:

$$
E[x(n) x(n+\tau) x(n+\sigma) x(n+\theta)]=\left\{\begin{array}{c}
M_{40, x}, \tau=\sigma=\theta  \tag{8}\\
0, \text { otherwise }
\end{array}\right.
$$

III. HOMs of $w(n)$ noise signal in Eq. (1) are calculated as[13]:

$$
E\left[w^{k}(n)\right]=0, k=1,2, ., E\left[w^{k}(n) w^{* l}(n)\right]=\left\{\begin{array}{c}
k!N^{k} \text { if } k=l  \tag{9}\\
0 \text { if } k \neq l
\end{array}\right.
$$

where $N$ is the noise power.
IV. Substituting the mathematical form of the received signal $y(n)$ Eq. (1), Eqs. (8), and (9) into Eq. (7), for desired time delays of $\tau, \sigma, \theta$, we find:

$$
\begin{equation*}
M_{40, y}(\tau, \sigma, \theta)=M_{40, x} \sum_{k=0}^{L-1} h(k) h(k+\tau) h(k+\sigma) h(k+\theta) \tag{10}
\end{equation*}
$$

V. To estimate the normalized channel coefficients, the moment $M_{40, y}$ in Eq. (10) is calculated for two cases:

$$
\begin{align*}
& \{\tau=0, \sigma=\theta=L-1\} \text { and }\{\tau=k, \sigma=\theta=L-1\} \text { as }[6]: \\
& \qquad M_{40, y}(0, L-1, L-1)=M_{40, x} h(0) h(0) h(L-1) h(L-1)  \tag{11}\\
& M_{40, y}(k, L-1, L-1)=M_{40, x} h(0) h(k) h(L-1) h(L-1) \tag{12}
\end{align*}
$$

where $0 \leq k \leq L-1$.
VI. Dividing Eq. (11) by Eq. (12) under the nonzero condition $M_{40, x} \neq 0$, the normalized multipath channel coefficients are estimated as [6]:

$$
\begin{equation*}
\hat{h}(k)=\frac{h(k)}{h(0)}=\frac{M_{40, y}(k, L-1, L-1)}{M_{40, y}(0, L-1, L-1)}, 0 \leq k \leq L-1 \tag{13}
\end{equation*}
$$

The normalized channel coefficients can be estimated by calculating the joint moments $M_{40, y}(k, L-1, L-1)$ and $M_{40, y}(0, L-1, L-1)$ of the received signal $y(n)$ in Eq. (13). We briefly call the $M_{40}$-based normalized channel coefficients estimator $M_{40}$-NCCE. Unfortunately, condition $M_{40, x} \neq 0$ is not satisfied for some of the selected digital modulation types in Section 2, like 8PSK and 16PSK, as shown in Table 2 in [14] and Table 1 in [15]. Hence, this estimator can't be used in the case of these modulation types.
As a result, to classify the chosen digital modulation types in Section 2, $M_{40}$-NCCE can't be used. A new alternative estimator must be found under the nonzero moment condition for all cases of digital modulation types. The main steps of AMC improvement over the multipath channel are shown in Fig. 1.


Fig. 1 The main steps of the AMC improvement over multipath fading channels
Fig. 1 shows four main steps for AMC improvement over multipath fading channels. Step 1 is finding a new HOMbased normalized channel coefficients estimator alternative to the existing one in [4-6] for the selected digital modulation types in Section 2, as shown in Section 4. Step2 is finding the mathematical forms of the estimated normalized HOMs of the transmitted signal based on the previously estimated normalized channel coefficients, as shown in Section 5. Step3 is finding the mathematical forms of the estimated normalized HOCs of the transmitted signal based on the previously estimated normalized HOMs, as shown in Section 6. Step4 is selecting the most discriminative estimated HOCs for AMC using the feature selection algorithms, as shown in Section 7.

## 4 The proposed HOM-based normalized channel coefficients estimator (step1)

### 4.1 The proposed channel coefficients estimator

Looking at Table 2 in [14] and Table 1 in [15], the value $M_{42, x} \neq 0$ for all digital modulations because of $|x(n)|^{4}>0, \forall x(n) \neq 0$, so we can use it to estimate the channel coefficients as follows:
I. Calculate the moment $M_{42, y}(\tau, \sigma, \theta)$ using Eq. (1) as:

$$
\begin{align*}
M_{42, y} & (\tau, \sigma, \theta)=E\left[y(n) y(n+\tau) y^{*}(n+\sigma) y^{*}(n+\theta)\right] \\
& =E\left[(r(n)+w(n))(r(n+\tau)+w(n))\left(r^{*}(n+\sigma)+w^{*}(n)\right)\left(r^{*}(n+\theta)+w^{*}(n)\right)\right]  \tag{14}\\
& =E\left[r(n) r(n+\tau) r^{*}(n+\sigma) r^{*}(n+\theta)\right]+\left(M_{21, r}(\sigma)+M_{21, r}(\theta)+M_{21, r}(\sigma-\tau)+M_{21, r}(\theta-\tau)\right) N+2 N^{2}
\end{align*}
$$

where $\tau, \sigma$, and $\theta$ represent three-time delays.
II. Calculate $M_{21, r}$ as:

$$
\begin{align*}
& M_{21, y}(\xi)=E\left[y(n) y^{*}(n+\xi)\right]=M_{21, r}(\xi)+N \\
& \Rightarrow M_{21, r}(\xi)=M_{21, y}(\xi)-N \tag{15}
\end{align*}
$$

where $\xi$ is a time delay.
III. Substitute Eq. (15) into Eq. (14) and use Eq. (9) to obtain:

$$
\begin{align*}
& M_{42, y}(\tau, \sigma, \theta)= \\
& E\left[r(n) r(n+\tau) r^{*}(n+\sigma) r^{*}(n+\theta)\right]+\left(M_{21, y}(\sigma)+M_{21, y}(\theta)+M_{21, y}(\sigma-\tau)+M_{21, y}(\theta-\tau)\right) N-2 N^{2} \tag{16}
\end{align*}
$$

IV. To estimate the normalized channel coefficients, we calculate the joint moment $M_{42, y}$ Eq. (16) for two cases: $\{\tau=0, \sigma=0, \theta=L-1\}$ and $\{\tau=0, \sigma=k, \theta=L-1\}$ as:

$$
\begin{align*}
& M_{42, y}(0, k, L-1)=h(0)^{2} h^{*}(L-1) h^{*}(k) M_{42, x}+2\left(M_{21, y}(k)+M_{21, y}(L-1)\right) N-2 N^{2} \\
& \Rightarrow h(0)^{2} h^{*}(L-1) h^{*}(k) M_{42, x}=M_{42, y}(0, k, L-1)-2\left(M_{21, y}(k)+M_{21, y}(L-1)\right) N+2 N^{2}  \tag{17}\\
& M_{42, y}(0,0, L-1)=h(0)^{2} h^{*}(L-1) h^{*}(0) M_{42, x}+2\left(M_{21, y}(L-1)+M_{21, y}\right) N-2 N^{2} \\
& \Rightarrow h(0)^{2} h^{*}(L-1) h^{*}(0) M_{42, x}=M_{42, y}(0,0, L-1)-2\left(M_{21, y}(L-1)+M_{21, y}\right) N+2 N^{2} \tag{18}
\end{align*}
$$

where $0 \leq k \leq L-1$.
V. Since $M_{42, x} \neq 0$ for all mentioned digital modulation types, divide Eq. (17) by Eq. (18) to get on the new normalized channel coefficients estimator as:

$$
\begin{equation*}
\hat{h}(k)=\frac{h(k)}{h(0)}=\left(\frac{M_{42, y}(0, k, L-1)-2\left(M_{21, y}(L-1)+M_{21, y}(k)\right) N+2 N^{2}}{M_{42, y}(0,0, L-1)-2\left(M_{21, y}(L-1)+M_{21, y}\right) N+2 N^{2}}\right)^{*}, 0 \leq k \leq L-1 \tag{19}
\end{equation*}
$$

The normalized channel coefficients can be estimated by calculating the joint moments $M_{42, y}(0, k, L-1)$, $M_{42, y}(0,0, L-1), M_{21, y}(L-1), M_{21, y}(k)$, and $M_{21, y}$ of the received signal $y(n)$ in Eq. (19). We briefly call the $M_{42}$-based normalized channel coefficients estimator $M_{42}$-NCCE.

### 4.2 Comparison between the performance of $M_{40}$ - NCCE and $M_{42}$-NCCE

As we have mentioned in Section 3, $M_{40}$-NCCE can't be used for the classification problem of the mentioned modulations. To check the performance of our proposed $M_{42}-$ NCCE, a comparison between the performance of $M_{42}$-NCCE in Eq. (19) and $M_{40}$-NCCE in Eq. (13) has been done for the four-tap multipath channel case as follows:
I. Choose the digital modulation types under the nonzero condition $M_{40, x} \neq 0$ (so the $M_{40}$-NCCE is valid), like BPSK, QPSK, 16QAM, and 64QAM.
II. Estimate the normalized channel coefficients using $M_{40}$-NCCE in Eq. (13) and $M_{42}$-NCCE in Eq. (19).
III. Using the previously estimated normalized coefficients, estimate the normalized $\hat{C}_{42, x}$ according to its mathematical form in reference papers $[4,6]$ and $\hat{C}_{63, x}$ according to its mathematical form in reference paper [5].
IV. Calculate their second normalization $\tilde{C}_{42, x}$ and $\tilde{C}_{63, x}$ according to Eq. (6).
V. Calculate $E\left(\tilde{C}_{42, x}\right)$ and $E\left(\left|\tilde{C}_{42, x}-C_{42, x}\right|^{2}\right)$ for the selected digital modulation types in step1, as shown in Fig. 2, and calculate $E\left(\tilde{C}_{63, x}\right)$ and $E\left(\left|\tilde{C}_{63, x}-C_{63, x}\right|^{2}\right)$, as shown in Fig. 3, where $C_{42, x}$ and $C_{63, x}$ are the theoretical values of the normalized cumulants.


Fig. 2 Values of $E\left(\tilde{C}_{42, x}\right)$ and $E\left(\left|\tilde{C}_{42, x}-C_{42, x}\right|^{2}\right)$ based on $M_{40}$-NCCE and $M_{42}$-NCCE channel coefficients estimators for BPSK, QPSK, 16QAM, and 64QAM digital modulation types


Fig. 3 Values of $E\left(\tilde{C}_{63, x}\right)$ and $E\left(\left|\tilde{C}_{63, x}-C_{63, x}\right|^{2}\right)$ based on $M_{40}$-NCCE and $M_{42}$-NCCE channel coefficients estimators for BPSK, QPSK, 16QAM, and 64QAM digital modulation types

As shown in Figs. 2 and $3, E\left(\tilde{C}_{42, x}\right)$ and $E\left(\tilde{C}_{63, x}\right)$ are closer to their theoretical values (for SNR values greater than -2 dB ) by using the $M_{42}$-NCCE-based estimated normalized channel coefficients. As a result, $M_{42}$-NCCE has better performance than $M_{40}$-NCCE.

## 5 The proposed estimators of the transmitted signal's normalized HOMs (step2)

### 5.1 The proposed HOMs estimators

Since the normalized channel coefficients have been estimated using the new estimator $M_{42}$-NCCE in Section 4, the normalized HOMs in Eq. (5) can be estimated based on it. To estimate the normalized HOMs, i.e., $\hat{M}_{20, x}$ in Eq. (5), $M_{20, x}$ and $M_{21, x}$ should be calculated first as:
I. Calculate the relationship between the HOMs of the received signal $y(n)\left(M_{20, y}, M_{21, y}\right)$ and the HOMs of the noise-free received signal $r(n)\left(M_{20, r}, M_{21, r}\right)$ in Eq. (1) using Eq. (9) for $M_{20, y}$ and $M_{21, y}$ as:

$$
\begin{equation*}
M_{20, y}=M_{20, r}, \quad M_{21, y}=M_{21, r}+N \Rightarrow M_{21, r}=M_{21, y}-N \tag{20}
\end{equation*}
$$

II. Calculate $M_{20, r}$ and $M_{21, r}$ by using the estimated normalized channel coefficients, then calculate $M_{20, x}$ and $M_{21, x}$ by using Eq. (20) as:

$$
\begin{align*}
& M_{20, r}=h(0)^{2} \alpha_{20} M_{20, x} \Rightarrow M_{20, x}=\frac{M_{20, r}}{h(0)^{2} \alpha_{20}}=\frac{M_{20, y}}{h(0)^{2} \alpha_{20}} \text {, where } \alpha_{20}=\sum_{k=0}^{L-1} \hat{h}(k)^{2} \\
& M_{21, r}=|h(0)|^{2} \alpha_{21} M_{21, x} \Rightarrow M_{21, x}=\frac{M_{21, r}}{|h(0)|^{2} \alpha_{21}}=\frac{M_{21, y}-N}{|h(0)|^{2} \alpha_{21}}, \text { where } \alpha_{21}=\sum_{k=0}^{L-1}|\hat{h}(k)|^{2} \tag{21}
\end{align*}
$$

III. Calculate the estimated normalized $M_{20, x}$ using Eqs. (21) and (5) as:

$$
\begin{equation*}
\hat{M}_{20, x}=\frac{M_{20, x}}{M_{21, x}}=\frac{h(0)^{*}}{h(0)} \frac{\alpha_{21}}{\alpha_{20}} \frac{M_{20, y}}{M_{21, y}-N}:=\frac{h(0)^{*}}{h(0)} \hat{m}_{20, x}, \hat{m}_{20, x}=\frac{\alpha_{21}}{\alpha_{20}} \frac{M_{20, y}}{M_{21, y}-N} \tag{22}
\end{equation*}
$$

where $M_{20, y}$ and $M_{21, y}$ are $2^{\text {nd }}$ order moments of the received signal $y(n), \alpha_{21}$ and $\alpha_{20}$ are calculated by using the estimated normalized coefficients in Eq. (19). Only one unknown parameter, i.e., $h(0)^{*} / h(0)$, can be obtained by
calculating its absolute value: $\left|h(0)^{*}\right| /|h(0)|=1 \Rightarrow\left|\hat{M}_{20, x}\right|=\left|\hat{m}_{20, x}\right|$.
For the estimated normalized $\tilde{M}_{21, x}$, its value is equal to 1 according to Eq. (5) ( $\tilde{M}_{21, x}=\tilde{m}_{21, x}=1$ ). Like $M_{20, x}$, all other moments can be estimated. Starting with step1 in this Section, Table 1 shows the relationship between the HOMs of the received signal $y(n)$ and the HOMs of the noise-free received signal $r(n)$ of Eq. (1):
Table 1 The relationship between the HOMs of the received signal $y(n)$ and the HOMs of the noise-free received signal $r(n)$ of Eq. (1)

| $M_{40, y}=M_{40, r}$ | (23) |
| :---: | :---: |
| $M_{41, y}=M_{41, r}+3 M_{20, y} N$ | (24) |
| $M_{42, y}=M_{42, r}+4 M_{21, r} N+2 N^{2}$ | (25) |
| $M_{60, y}=M_{60, r}$ | (26) |
| $M_{61, y}=M_{61, r}+5 M_{40, r} N=M_{61, r}+5 M_{40, y} N$ | (27) |
| $M_{62, y}=M_{62, r}+8 M_{41, r} N+12 M_{20, r} N^{2}=M_{62, r}+8 M_{41, y} N-12 M_{20, y} N^{2}$ | (28) |
| $M_{63, y}=M_{63, r}+9 M_{42, r} N+18 M_{21, r} N^{2}=M_{63, r}+9 M_{42, y} N-18 M_{21, y} N^{2}$ | (29) |
| $M_{80, y}=M_{80, r}$ | (30) |
| $M_{81, y}=M_{81, r}+7 M_{60, r} N=M_{81, r}+7 M_{60, y} N$ | (31) |
| $M_{82, y}=M_{82, r}+12 M_{61, r} N+26 M_{40, r} N^{2}=M_{82, r}+12 M_{61, y} N-34 M_{40, y} N^{2}$ | (32) |
| $M_{83, y}=M_{83, r}+15 M_{62, r} N+60 M_{41, r} N^{2}+60 M_{20, r} N^{3}=M_{83, r}+15 M_{62, y} N-60 M_{41, y} N^{2}+60 M_{20, y} N^{3}$ | (33) |
| $\begin{aligned} M_{84, y} & =M_{84, r}+16 M_{63, r} N+72 M_{42, r} N^{2}+96 M_{21, r} N^{3}+72 N^{4} \\ & =M_{84, r}+16 M_{63, y} N-72 M_{42, y} N^{2}+96 M_{21, y} N^{3}+72 N^{4} \end{aligned}$ | (34) |

We continue calculating the estimated normalized HOMs in steps 2 and 3. Appendix 1 summarizes the mathematical forms of the estimated normalized HOMs without any approximation.

### 5.2 Validation of HOMs estimators

To validate the HOMs estimators, calculation of $\hat{M}_{p q, x}\left(\right.$ in Appendix 1) and $\left|\tilde{M}_{p q, x}\right|$ (in Eq. (6)) is done for the case of BPSK modulation (as an example) under perfect channel coefficients. Comparisons with their theoretical values are shown in Fig. 4 for the four-tap multipath channel case.


Fig. 4 The values of the theoretical and the estimated normalized HOMs of BPSK modulation under perfect channel coefficients

As shown in Fig. 4, the estimated HOMs are similar to their theoretical values, so the mathematical forms are confirmed.

6 The proposed estimators of the transmitted signal's normalized HOCs (step3)

### 6.1 The proposed HOCs estimators

After HOMs have been estimated, the normalized HOCs can be estimated using the estimated HOMs in Section 5 based on the equations in Table 2 [16-20]:

Table 2 Mathematical relationships between HOMs and HOCs

| $C_{20}=M_{20}$ | $(35)$ |
| :---: | :---: |
| $C_{21}=M_{21}$ | $(36)$ |
| $C_{40}=M_{40}-3 M_{20}^{2}$ | $(37)$ |
| $C_{41}=M_{41}-3 M_{20} M_{21}$ | $(38)$ |
| $C_{42}=M_{42}-\left\|M_{20}\right\|^{2}-2 M_{21}^{2}$ | $(39)$ |
| $C_{60}=M_{60}-15 M_{20} M_{40}+30 M_{20}^{3}$ | $(40)$ |
| $C_{61}=M_{61}-5 M_{21} M_{40}-10 M_{20} M_{41}+30 M_{20}^{2} M_{21}$ | $(41)$ |
| $C_{62}=M_{62}-6 M_{20} M_{42}-8 M_{21} M_{41}-M_{22} M_{40}+6 M_{20}^{2} M_{22}+24 M_{21}^{2} M_{22}$ | $(42)$ |
| $C_{63}-9 M_{21} M_{42}+12 M_{21}^{3}-3 M_{20} M_{43}-3 M_{22} M_{41}+18 M_{20} M_{21} M_{22}$ | $(44)$ |
| $C_{80}=M_{80}-35 M_{40}^{2}-28 M_{60} M_{20}+420 M_{20}^{2} M_{40}-630 M_{20}^{4}$ | $(45)$ |
| $C_{81}=M_{81}-7 M_{60} M_{21}-21 M_{61} M_{20}-35 M_{40} M_{41}+210 M_{40} M_{20} M_{21}+210 M_{20}^{2} M_{41}-630 M_{20}^{3} M_{21}$ | $(46)$ |
| $C_{82}=M_{82}-M_{60} M_{22}-12 M_{61} M_{21}-15 M_{62} M_{20}-15 M_{40} M_{42}+30 M_{40} M_{20} M_{22}+60 M_{40} M_{21}^{2}$ |  |
| $-20 M_{41}^{2}+240 M_{41} M_{20} M_{21}+90 M_{42} M_{20}^{2}-90 M_{20}^{3} M_{22}-540 M_{20}^{2} M_{21}^{2}$ |  |

$$
\begin{align*}
& C_{83}= M_{83}-3 M_{61} M_{22}-15 M_{62} M_{21}-5 M_{40} M_{43}+30 M_{40} M_{21} M_{22}-10 M_{63} M_{20}-30 M_{41} M_{42}  \tag{47}\\
&+60 M_{41} M_{20} M_{22}+120 M_{41} M_{21}^{2}+30 M_{20}^{2} M_{43}-270 M_{20}^{2} M_{21} M_{22}-360 M_{20} M_{21}^{3}+180 M_{20} M_{42} M_{21} \\
& C_{84}=M_{84}-16 C_{63} C_{21}+\left|C_{40}\right|^{2}-18 C_{42}^{2}-72 C_{42} C_{21}^{2}-24 C_{21}^{4} \tag{48}
\end{align*}
$$

The remaining HOMs in Table 2 are calculated using Eq. (2) as $M_{p, q}=M_{p, p-q}^{*}$, as an example, $M_{22}=M_{20}^{*}, M_{43}=M_{41}^{*}$, and $M_{44}=M_{40}^{*}$.

Start with $C_{40}$, to estimate its normalized form of Eq. (5). Many steps should be done as follows:
I. Calculate its normalized value Eq. (5) using Eqs. (36) and (37) as:

$$
\begin{equation*}
\hat{C}_{40}=\frac{C_{40}}{C_{21}^{2}}=\frac{M_{40}}{M_{21}^{2}}-3 \frac{M_{20}^{2}}{M_{21}^{2}}=\hat{M}_{40}-3 \hat{M}_{20}^{2} \tag{49}
\end{equation*}
$$

II. Use the mathematical forms of the estimated normalized HOM Eq. (22) in the previous Section and Eq. (54) in Appendix 1 as:

$$
\begin{equation*}
\hat{C}_{40}=\frac{h(0)^{* 2}}{h(0)^{2}} \hat{m}_{40, x}-3\left(\frac{h(0)^{*}}{h(0)} \hat{m}_{20, x}\right)^{2}=\frac{h(0)^{* 2}}{h(0)^{2}}\left(\hat{m}_{40, x}-3 \hat{m}_{20, x}^{2}\right):=\frac{h(0)^{* 2}}{h(0)^{2}} \hat{c}_{40} \tag{50}
\end{equation*}
$$

Only one unknown parameter $h(0)^{* 2} / h(0)^{2}$ can be obtained by calculating its absolute value as $\left|\hat{C}_{40}\right|=\left|\hat{c}_{40}\right|$.
Like $\hat{C}_{40}$, all remaining HOCs can be estimated. Appendix 2 summarizes the mathematical forms of the estimated normalized HOCs without any approximation.

### 6.2 Validation of HOCs estimators

To validate the HOCs estimators, calculation of $\hat{C}_{p q, x}$ (in Appendix 2) and $\left|\tilde{C}_{p q, x}\right|$ (in Eq. (6)) is done for the case of BPSK modulation (as an example) under perfect channel coefficients. Comparisons with their theoretical values are shown in Fig. 5 for the four-tap multipath channel case.


Fig. 5 The values of the theoretical and the estimated normalized HOCs of BPSK modulation under perfect channel coefficients

As shown in Fig. 5, the estimated HOCs are similar to their theoretical values, so the mathematical forms are confirmed.

## 7 The most discriminative estimated HOCs (step4)

### 7.1 Feature selection algorithms

As shown in Section 1, the selected HOCs in [4-6] have poor classification accuracy for AMC over multipath fading channels. The most discriminative HOCs must be chosen to get the best classification accuracy. These HOCs are chosen using Feature selection algorithms. The feature selection algorithms evaluate the score of each feature according to its discrimination ability and select the features with the highest scores. As a result, they minimize the complexity, reduce the storage size, improve the learning performance, and speed up the learning process [20-22].
This paper uses two feature selection algorithms: Relief-F and Pearson correlation coefficient algorithms.
Relief- $F$ algorithm [20,21]: is an iterative approach that estimates the score of each feature according to the differentiation of data samples that are near to each other. For each point $i$ of class $l$, i.e. $\boldsymbol{x}_{i, l}$, we define $N H(i)$ are the nearest data of $\boldsymbol{x}_{i}$ in the same class with size $h_{i}, N M(i, k)$ are the nearest data of $\boldsymbol{x}_{i}$ in class $k\left(k \neq k_{i}\right)$ with size $h_{i k}$ and probability $p(k)$. The Relief-F Score can be calculated as:

$$
\begin{equation*}
R F\left(\boldsymbol{f}_{l}\right)=\frac{1}{u} \sum_{i=1}^{u}\left(-\frac{1}{h_{i}} \sum_{x_{r} \in N H(i)} d_{R F}\left(\boldsymbol{x}_{i, l}, \boldsymbol{x}_{r, l}\right)+\sum_{k \neq k_{i}} \frac{1}{h_{i k}} \frac{p(k)}{1-p(k)} \sum_{x_{r} \in N M(i, k)} d_{R F}\left(\boldsymbol{x}_{i, l}, \boldsymbol{x}_{r, l}\right)\right) \tag{51}
\end{equation*}
$$

where $d_{R F}$ is defined as:

$$
d_{R F}\left(\boldsymbol{x}_{i, l}, \boldsymbol{x}_{r, l}\right)=\left\{\begin{array}{l}
0 \text { if } \boldsymbol{x}_{i, l}=\boldsymbol{x}_{r, l}  \tag{52}\\
1 \text { if } \boldsymbol{x}_{i, l} \neq \boldsymbol{x}_{r, l}
\end{array}\right.
$$

and $u$ is data instances are randomly selected among all $m$ instances.
Pearson Correlation Coefficient [20,22]: measures the similarity between data samples and their labels. PCC score can be calculated as:

$$
\begin{equation*}
\operatorname{PCC}\left(\boldsymbol{f}_{l}\right)=\left|\frac{\sum_{j=1}^{m}\left(x_{j, l}-\mu_{x_{i}}\right)\left(y_{j, l}-\mu_{y_{l}}\right)}{\sqrt{\sigma_{x_{i}}^{2} \sigma_{y_{l}}^{2}}}\right| \tag{53}
\end{equation*}
$$

where $\mu_{x_{i}}$ is the mean value of the feature $l$ with variance $\sigma_{x_{l}}^{2}$, and $\mu_{y_{l}}$ is the mean value of labels of feature $l$ with variance $\sigma_{y_{l}}^{2}$.

### 7.2 Selection of the most discriminative estimated HOCs

We calculate the scores of the estimated normalized HOCs in Section 6 using relief-F and Pearson correlation coefficient algorithms and choose the highest ones. Figs. 6 and 7 show the score order of the estimated normalized HOCs.




Fig. 6 The score order of the estimated normalized HOCs based on the Relief-F algorithm
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Fig. 7 The score order of the estimated normalized HOCs based on the Pearson correlation algorithm

As shown in Figs. 6(a) and 7(a), Relief-F and Pearson correlation algorithms have four shared cumulants as the best estimated normalized cumulants $\tilde{C}_{40}$ (continuous blue line), $\tilde{C}_{61}$ (continuous red line), $\tilde{C}_{80}$ (continuous green
line), and $\tilde{C}_{82}$ (continuous yellow line). Figs. 6(b) and 7(b) show the score orders of these HOCs. According to the relief-F algorithm, these shared HOCs are the most discriminative HOCs for SNR value range [6:30] dB. And according to the Pearson correlation algorithm, these shared HOCs are the most discriminative HOCs for SNR value range $[3: 30] \mathrm{dB}$, so they have been chosen for the next simulation.
Figs $8,9,10$, and 11 show the absolute values of $\tilde{C}_{40}$ in Eq. (50), $\tilde{C}_{61}$ ( Eq. (69) in Appendix 2), $\tilde{C}_{80}$ ( Eq. (72) in Appendix 2), and $\tilde{C}_{82}$ (Eq. (74) in Appendix 2) for all SNR values.


Fig. 8 The absolute values of $\tilde{C}_{40}$ for the selected digital modulation types in Section 2 and all SNR range


Fig. 9 The absolute values of $\tilde{C}_{61}$ for the selected digital modulation types in Section2 and all SNR range


Fig. 10 the absolute values of $\tilde{C}_{80}$ for the selected digital modulation types in Section2 and all SNR range


Fig. 11 the absolute values of $\tilde{C}_{82}$ for the selected digital modulation types in Section 2 and all SNR range Figs. $8,9,10$, and 11 show the discrimination ability of the selected estimated HOCs $\tilde{C}_{40}, \tilde{C}_{61}, \tilde{C}_{80}$, and $\tilde{C}_{82}$ for the selected digital modulation types in Section 2 over multipath fading channels.
The block diagram in Fig. 12 summarizes all successive stages of the most discriminative estimated HOCs selection procedure:


Fig. 12 all successive stages of the most discriminative estimated HOCs selection procedure

## 8 Simulation results

The chosen Power Delay Profiles (PDP) in the simulation are [ $0 \mathrm{~dB},-5 \mathrm{~dB},-10 \mathrm{~dB},-15 \mathrm{~dB}$ ] have delay spread [ 0 symbol, 1 symbol, 2 symbols, 3 symbols] for four-taps multipath channel, and [ $0 \mathrm{~dB},-4 \mathrm{~dB},-11 \mathrm{~dB}$ ] have delay spread [0 symbol, 1 symbol, 2 symbols] for three-taps multipath channel. The variance of the fading coefficients is $\sigma_{h}^{2}=0.05$ (the same as [4-6]). Using the estimated normalized channel coefficients based on $M_{42}-$ NCCE in Eq. (19). Two simulation stages are done to classify the proposed digital modulation types in Section 2: First, use the estimated HOCs in reference papers [4-6]. Second, use the mathematical forms (Appendix 2) of the selected estimated HOCs in Section 7.

### 8.1 Classification accuracy improvement compared with reference papers [4-6]

Fig. 13 shows the AMC performance (ACC ${ }^{1}$ ) using the estimated HOCs in reference papers [4-6] and the selected estimated HOCs in Section 7 for the 4-tap multipath case.


Fig. 13 AMC performance using the estimated HOCs in reference papers [4-6] and the selected estimated HOCs in Section 7 for 4-tap multipath case

As shown in Fig. 13, the AMC performance is highly improved using the selected estimated HOCs in Section 7 compared with the reference papers [4-6].

To calculate the AMC performance improvement using the selected estimated HOCs in Section 7 compared with the reference papers [4-6]. We subtract the AMC performance of the reference papers [4-6] (blue, black, and green-

[^0]colored lines in Fig. 13) from the AMC performance of the selected estimated HOCs (red-colored line in Fig. 13), as shown in Fig. 14.


Fig. 14. ACC improvements using the selected HOCs in Section 7 compared with reference papers [4-6]
As shown in Fig. 14, the maximum ACC improvement from the reference paper [4] is $40.73 \%$, from the reference paper [5] is 42.99 , and from the reference paper [6] is $40.21 \%$.

### 8.2 Classification accuracy for 3and 4-tap multipath cases

Finally, simulations of the selected HOCs for 3-tap and 4-tap multipath cases have been shown in Fig. 15.


Fig. 15 AMC Performance accuracy using the selected estimated HOCs for 3-tap and 4-tap multipath cases
As shown in Fig. 15, the simulation results show that the performance accuracy using the selected estimated HOCs in Section 7, based on the estimated channel coefficients, is $100 \%$ for the case of three-tap multipath channel and SNR values greater than 6 dB . Its performance accuracy is $100 \%$ for the case of four-tap multipath and SNR values greater than 7 dB .

## 9 Conclusion

This paper solves two existing problems in paper references [4-6] for AMC of the selected digital modulation types in Section 2 over multipath fading channels. The first problem, the normalized channel coefficients estimator $M_{40}$-NCCE of Eq. (13) (Section 3) in reference papers [4-6], is not valid for some cases like 8PSK and 16PSK modulations. The solution is done by finding a new alternative estimator $M_{42}$-NCCE in Eq. (19) (Section 4) for the mentioned digital modulation types (Section 2). The second problem, the performance of AMC in reference papers [4-8], worsens as the SNR value drops. The solution is using the most discriminative estimated HOCs through many steps: First, finding the mathematical forms of the estimated normalized HOMs (Section 5, Appendix 1) based on the estimated normalized coefficients. Second, finding the mathematical forms of the estimated normalized HOCs (Section 6, Appendix 2) based on the estimated HOMs. Finally, selecting the most
discriminative HOCs using features selection algorithms (Section 7). As a result, four estimated normalized HOCs have been selected (Section 7).

The selected HOCs could effectively improve classification accuracy compared with the reference papers [46]. The maximum ACC improvement compared with the reference paper [4] is $40.73 \%$, compared with the reference paper [5] is 42.99 , and compared with the reference paper [6] is $40.21 \%$.

The classification accuracy is $100 \%$ for the case of three-tap multipath and SNR values greater than 6 dB (Section 8). In contrast, its classification accuracy is $100 \%$ for four-tap multipath and SNR values greater than 7 dB (Section 8).

## Abbreviations

AMC: Automatic Modulation Classification, HOMs: Higher-Order Moments, HOCs: Higher-Order Cumulants, MPSK: M-array Phase Shift Keying, MQAM: M-array quadrature amplitude shift modulation, SNR: Signal-tonoise ratio, AWGN: Additive white Gaussian noise, BPSK: binary phase-shift keying, QPSK: Quadrature PhaseShift Keying, FSK: frequency-shift keying, CNN: convolutional neural network technique, PAM: Pulseamplitude modulation, NCCE: Normalized channel coefficients estimator, ACC: classification accuracy.

## Appendix

## Appendix 1: The mathematical forms of the estimated HOMs

1) The mathematical form of $\hat{M}_{40, x}$

$$
\begin{align*}
& \hat{M}_{40, x}=\frac{h(0)^{* 2}}{h(0)^{2}}\left(\frac{\alpha_{40,0} M_{40, y}}{\left(M_{21, y}-N\right)^{2}}-6 \alpha_{40,1} \hat{m}_{20, x}^{2}\right):=\frac{h(0)^{* 2}}{h(0)^{2}} \hat{m}_{40, x}, \\
& \text { where } \quad \alpha_{40}=\sum_{k=0}^{L-1} \hat{h}(k)^{4}, \alpha_{40,0}=\alpha_{21}^{2} / \alpha_{40}, \alpha_{40,1}=\left(\sum_{k=0}^{L-2} \sum_{l=k+1}^{L-1} \hat{h}(k)^{2} \hat{h}(l)^{2}\right) / \alpha_{40} \tag{54}
\end{align*}
$$

, and $M_{40, y}$ is a $4^{\text {th }}$ order moment of the received signal.
2) The mathematical form of $\hat{M}_{41, x}$

$$
\begin{align*}
& \hat{M}_{41, x}=\frac{h(0)^{*}}{h(0)}\left(\alpha_{41,0} \frac{\left(M_{41, y}-3 M_{20, y} N\right)}{\left(M_{21, y}-N\right)^{2}}-3 \alpha_{41,1} \hat{m}_{20, x} \hat{m}_{21, x}\right):=\frac{h(0)^{*}}{h(0)} \hat{m}_{41, x}, \\
& \text { where } \alpha_{41}=\sum_{k=0}^{L-1} \hat{h}(k)^{3} \hat{h}(k)^{*}, \alpha_{41,0}=\alpha_{21}^{2} / \alpha_{41}, \alpha_{41,1}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{2}|\hat{h}(l)|^{2}\right) / \alpha_{41} \tag{55}
\end{align*}
$$

, and $M_{41, y}$ is a $4^{\text {th }}$ order moment of the received signal.
3) The mathematical form of $\hat{M}_{42, x}$

$$
\begin{align*}
& \hat{M}_{42, x}=\alpha_{42,0} \frac{M_{42, y}-4 M_{21, y} N+2 N^{2}}{\left(M_{21, y}-N\right)^{2}}-4 \alpha_{42,1} \hat{m}_{21, x}^{2}-\alpha_{42,2}\left|\hat{m}_{20, x}\right|^{2}:=\hat{m}_{42, x}, \\
& \text { where } \alpha_{42}=\sum_{k=0}^{L-1}|\hat{h}(k)|^{4}, \alpha_{42,0}=\alpha_{21}^{2} / \alpha_{42}, \alpha_{42,1}=\left(\sum_{k=0}^{L-2} \sum_{l=k+1}^{L-1}|\hat{h}(k)|^{2}|\hat{h}(l)|^{2}\right) / \alpha_{42}  \tag{56}\\
& \quad, \alpha_{42,2}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{2} \hat{h}(l)^{* 2}\right) / \alpha_{42}
\end{align*}
$$

, and $M_{42, y}$ is a $4^{\text {th }}$ order moment of the received signal.
4) The mathematical form of $\hat{M}_{60, x}$

$$
\begin{align*}
& \hat{M}_{60, x}=\frac{h(0)^{* 3}}{h(0)^{3}}\left(\alpha_{60,0} \frac{M_{60, y}}{\left(M_{21, y}-N\right)^{3}}-90 \alpha_{60,1} \hat{m}_{20, x}^{3}-15 \alpha_{60,2} \hat{m}_{40, x} \hat{m}_{20, x}\right):=\frac{h(0)^{* 3}}{h(0)^{3}} \hat{m}_{60, x}, \\
& \text { where } \alpha_{60}=\sum_{k=0}^{L-1} \hat{h}(k)^{6}, \alpha_{60,0}=\alpha_{21}^{3} / \alpha_{60}, \alpha_{60,1}=\left(\sum_{k=0}^{L-3} \sum_{l=k+1}^{L-2} \sum_{m=l+1}^{L-1} \hat{h}(k)^{2} \hat{h}(l)^{2} \hat{h}(m)^{2}\right) / \alpha_{60}  \tag{57}\\
& \quad, \alpha_{60,2}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4} \hat{h}(l)^{2}\right) / \alpha_{60}
\end{align*}
$$

, and $M_{60, y}$ is a $6^{\text {th }}$ order moment of the received signal.
5) The mathematical form of $\hat{M}_{61, x}$

$$
\begin{align*}
& \hat{M}_{61, x}=\frac{h(0)^{* 2}}{h(0)^{2}}\left(\alpha_{61,0} \frac{M_{61, y}-5 M_{40, y} N}{\left(M_{21, y}-N\right)^{3}}-5 \alpha_{61,1} \hat{m}_{40, x} \hat{m}_{21, x}-10 \alpha_{61,2} \hat{m}_{40, x} \hat{m}_{21, x}\right):=\frac{h(0)^{* 2}}{h(0)^{2}} \hat{m}_{61, x}, \\
& \text { where } \alpha_{61}=\sum_{k=0}^{L-1} \hat{h}(k)^{5} \hat{h}(k)^{*}, \alpha_{61,0}=\alpha_{21}^{3} / \alpha_{61}, \alpha_{61,1}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4}|\hat{h}(l)|^{2}\right) / \alpha_{61}  \tag{58}\\
& \quad, \alpha_{61,2}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{2}|\hat{h}(k)|^{2} \hat{h}(l)^{2}\right) / \alpha_{61}
\end{align*}
$$

, and $M_{61, y}$ is a $6^{\text {th }}$ order moment of the received signal.
6) The mathematical form of $\hat{M}_{62, x}$

$$
\hat{M}_{62, x}:=\frac{h(0)^{*}}{h(0)}\binom{\alpha_{62,0} \frac{M_{62, y}-8 M_{41, y} N+12 M_{20, y} N^{2}}{\left(M_{21, y}-N\right)^{3}}-6 \alpha_{62,1} \hat{m}_{42, x} \hat{m}_{20, x}-\alpha_{62,2} \hat{m}_{40, x} \hat{m}_{22, x}}{-8 \alpha_{62,3} \hat{m}_{41, x} \hat{m}_{21, x}-24 \alpha_{62,4} \hat{m}_{21, x}^{2} \hat{m}_{20, x}-6 \alpha_{62,5} \hat{m}_{20, x}^{2} \hat{m}_{22, x}}:=\frac{h(0)^{*}}{h(0)} \hat{m}_{62, x}
$$

$$
\begin{equation*}
\text { where } \alpha_{62}=\sum_{k=0}^{L-1} \hat{h}(k)^{4} \hat{h}(k)^{* 2}, \alpha_{62,0}=\alpha_{21}^{3} / \alpha_{62}, \alpha_{62,1}=\left(\sum_{k=0}^{L-2} \sum_{l=0, l \neq k}^{L-1}|\hat{h}(k)|^{4} \hat{h}(l)^{2}\right) / \alpha_{62} \tag{59}
\end{equation*}
$$

$$
\begin{aligned}
& , \alpha_{62,2}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4} \hat{h}(l)^{* 2}\right) / \alpha_{62}, \alpha_{62,3}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{2}|\hat{h}(k)|^{2}|\hat{h}(l)|^{2}\right) / \alpha_{62} \\
& , \alpha_{62,4}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq m}^{L-1} \sum_{m=l+1}^{L-1}|\hat{h}(k)|^{2}|\hat{h}(l)|^{2} \hat{h}(m)^{2}\right) / \alpha_{62}, \alpha_{62,5}=\left(\sum_{k=0}^{L-1} \sum_{l=k+1}^{L-1} \sum_{m=0, m \neq k, l}^{L-1} \hat{h}(k)^{2} \hat{h}(l)^{2} \hat{h}(m)^{* 2}\right) / \alpha_{62}
\end{aligned}
$$

, and $M_{62, y}$ is a $6^{\text {th }}$ order moment of the received signal.
7) The mathematical form of $\hat{M}_{63, x}$

$$
\begin{align*}
& \hat{M}_{63, x}=\alpha_{63,0} \frac{M_{63, y}-9 M_{42, y} N+18 M_{21, y} N^{2}}{\left(M_{21, y}-N\right)^{3}}-9 \alpha_{63,1} \hat{m}_{42, x} \hat{m}_{21, x}-36 \alpha_{63,2} \hat{m}_{21, x}^{3} \\
& -3 \alpha_{63,3} \hat{m}_{41, x} \hat{m}_{22, x}-9 \alpha_{63,4} \hat{m}_{21, x} \hat{m}_{20, x} \hat{m}_{22, x}-3 \alpha_{63,5} \hat{m}_{43, x} \hat{m}_{20, x}:=\hat{m}_{63, x} \\
& \text { where } \alpha_{63}=\sum_{k=0}^{L-1}|\hat{h}(k)|^{6}, \alpha_{63,0}=\alpha_{21}^{3} / \alpha_{63}, \alpha_{63,1}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1}|\hat{h}(k)|^{4}|\hat{h}(l)|^{2}\right) / \alpha_{63} \\
& , \alpha_{63,2}=\left(\sum_{k=0}^{L-3} \sum_{l=k+1}^{L-2} \sum_{m=l+1}^{L-1}|\hat{h}(k)|^{2}|\hat{h}(l)|^{2}|\hat{h}(m)|^{2}\right) / \alpha_{63}, \alpha_{63,3}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{2}|\hat{h}(k)|^{2} \hat{h}(l)^{* 2}\right) / \alpha_{63}  \tag{60}\\
& , \alpha_{63,4}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \sum_{m=0, m \neq k}^{L-1}|\hat{h}(k)|^{2} \hat{h}(l)^{2} \hat{h}(m)^{* 2}\right) / \alpha_{63}, \alpha_{63,5}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{* 2}|\hat{h}(k)|^{2} \hat{h}(l)^{2}\right) / \alpha_{63}
\end{align*}
$$

, and $M_{63, y}$ is a $6^{\text {th }}$ order moment of the received signal.
8) The mathematical form of $\hat{M}_{80, x}$

$$
\begin{align*}
& \hat{M}_{80, x}=\frac{h(0)^{* 4}}{h(0)^{4}}\binom{\alpha_{80,0} \frac{M_{80, y}}{\left(M_{21, y}-N\right)^{4}}-28 \alpha_{80,1} \hat{m}_{60, x} \hat{m}_{20, x}-70 \alpha_{80,2} \hat{m}_{40, x}^{2}}{-420 \alpha_{80,3} \hat{m}_{40, x} \hat{m}_{20, x}^{2}-2520 \alpha_{80,4} \hat{m}_{20, x}^{4}}:=\frac{h(0)^{* 4}}{h(0)^{4}} \hat{m}_{80, x} \\
& \text { where } \alpha_{80}=\sum_{k=0}^{L-1} \hat{h}(k)^{8}, \alpha_{80,0}=\alpha_{21}^{4} / \alpha_{80}, \alpha_{80,1}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{6} \hat{h}(l)^{2}\right) / \alpha_{80}  \tag{61}\\
& , \alpha_{80,2}=\left(\sum_{k=0}^{L-2} \sum_{l=k+1}^{L-1} \hat{h}(k)^{4} \hat{h}(l)^{4}\right) / \alpha_{80}, \alpha_{80,3}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-2} \sum_{m=l+1}^{L-1} \hat{h}(k)^{4} \hat{h}(l)^{2} \hat{h}(m)^{2}\right) / \alpha_{80} \\
& , \alpha_{80,4}=\left(\sum_{k=0}^{L-4} \sum_{l=k+1}^{L-3} \sum_{m=l+1}^{L-2} \sum_{t=m+1}^{L-1} \hat{h}(k)^{2} \hat{h}(l)^{2} \hat{h}(m)^{2} \hat{h}(t)^{2}\right) / \alpha_{80}
\end{align*}
$$

, and $M_{80, y}$ is a $8^{\text {th }}$ order moment of the received signal.
9) The mathematical form of $\hat{M}_{81, x}$

$$
\hat{M}_{81, x}=\frac{h(0)^{* 3}}{h(0)^{3}}\binom{\alpha_{81,0} \frac{M_{81, y}-7 M_{60, y} N}{\left(M_{21, y}-N\right)^{4}}-7 \alpha_{81,1} \hat{m}_{60, x} \hat{m}_{21, x}-21 \alpha_{81,2} \hat{m}_{61, x} \hat{m}_{20, x}-35 \alpha_{81,3} \hat{m}_{40, x} \hat{m}_{41, x}}{-105 \alpha_{81,4} \hat{m}_{40, x} \hat{m}_{20, x} \hat{m}_{21, x}-210 \alpha_{81,5} \hat{m}_{41, x} \hat{m}_{20, x}^{2}-630 \alpha_{81,6} \hat{m}_{21, x} \hat{m}_{20, x}^{3}}:=\frac{h(0)^{* 3}}{h(0)^{3}} \hat{m}_{81, x}
$$

where $\alpha_{81}=\sum_{k=0}^{L-1} \hat{h}(k)^{7} \hat{h}(k)^{*}, \alpha_{81,0}=\alpha_{21}^{4} / \alpha_{81}, \alpha_{81,1}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{6}|\hat{h}(l)|^{2}\right) / \alpha_{81}$

$$
\begin{aligned}
& , \alpha_{81,2}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4}|\hat{h}(k)|^{2} \hat{h}(l)^{2}\right) / \alpha_{81}, \alpha_{81,3}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4} \hat{h}(l)^{2}|\hat{h}(l)|^{2}\right) / \alpha_{81} \\
& , \alpha_{81,4}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \sum_{m=0, m \neq l, k}^{L-1} \hat{h}(k)^{4} \hat{h}(l)^{2}|\hat{h}(m)|^{2}\right) / \alpha_{81} \\
& , \alpha_{81,5}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-2} \sum_{m=l+1}^{L-1} \hat{h}(k)^{2}|\hat{h}(k)|^{2} \hat{h}(l)^{2} \hat{h}(m)^{2}\right) / \alpha_{81} \\
& , \alpha_{81,6}=\left(\sum_{k=0}^{L-3} \sum_{l=k+1}^{L-2} \sum_{m=l+1}^{L-1} \sum_{t=1, l \neq k, l, m}^{L-1}|\hat{h}(k)|^{2} \hat{h}(l)^{2} \hat{h}(m)^{2} \hat{h}(t)^{2}\right) / \alpha_{81}
\end{aligned}
$$

, and $M_{81, y}$ is a $8^{\text {th }}$ order moment of the received signal.
10) The mathematical form of $\hat{M}_{82, x}$

$$
\begin{align*}
& \hat{M}_{82, x}=\frac{h(0)^{* 2}}{h(0)^{2}}\left(\begin{array}{l}
\alpha_{82,0} \frac{M_{82, y}-13 M_{61, y} N+34 M_{40, y} N^{2}}{\left(M_{21, y}-N\right)^{4}}-15 \alpha_{82,1} \hat{m}_{40, x} \hat{m}_{42, x}-\alpha_{82,2} \hat{m}_{60, x} \hat{m}_{22, x} \\
-12 \alpha_{82,3} \hat{m}_{61, x} \hat{m}_{21, x}-60 \alpha_{82,4} \hat{m}_{40, x} \hat{m}_{21, x}^{2}-15 \alpha_{82,5} \hat{m}_{62, x} \hat{m}_{20, x}-15 \alpha_{82,6} \hat{m}_{40, x} \hat{m}_{20, x} \hat{m}_{22, x} \\
-90 \alpha_{82,7} \hat{m}_{42, x} \hat{m}_{20, x}^{2}-90 \alpha_{82,8} \hat{m}_{22, x} \hat{m}_{20, x}^{3}-40 \alpha_{82,8} \hat{m}_{41, x}^{2}-120 \alpha_{82,9} \hat{m}_{41, x} \hat{m}_{21, x} \hat{m}_{20, x} \\
-360 \alpha_{82,10} \hat{m}_{21, x}^{2} \hat{m}_{20, x}^{2}
\end{array}\right):=\frac{h(0)^{* 2}}{h(0)^{2}} \hat{m}_{82, x} \\
& \text { where } \alpha_{82}=\sum_{k=0}^{L-1} \hat{h}(k)^{6} \hat{h}(k)^{* 2}, \alpha_{82,0}=\alpha_{21}^{4} / \alpha_{82}, \alpha_{82,1}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4}|\hat{h}(l)|^{4}\right) / \alpha_{82} \\
& , \alpha_{82,2}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{6} \hat{h}(l)^{* 2}\right) / \alpha_{82}, \alpha_{82,3}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4}|\hat{h}(k)|^{2}|\hat{h}(l)|^{2}\right) / \alpha_{82} \\
& , \alpha_{82,4}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-2} \sum_{m=l+1}^{L-1} \hat{h}(k)^{4}|\hat{h}(l)|^{2}|\hat{h}(m)|^{2}\right) / \alpha_{82}, \alpha_{82,5}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4} \hat{h}(k)^{* 2} \hat{h}(l)^{2}\right) / \alpha_{82}  \tag{63}\\
& , \alpha_{82,6}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \sum_{m=0, m \neq k, l}^{L-1} \hat{h}(k)^{4} \hat{h}(l)^{2} \hat{h}(m)^{* 2}\right) / \alpha_{82}, \alpha_{82,7}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-2} \sum_{m=l+1}^{L-1}|\hat{h}(k)|^{4} \hat{h}(l)^{2} \hat{h}(m)^{2}\right) / \alpha_{82} \\
& \text {, } \alpha_{82,8}=\left(\sum_{k=0}^{L-1} \sum_{l=1, l \neq k}^{L-2} \sum_{m=l+1, m \neq k, l}^{L-1} \sum_{l=m+1, l \neq k, l, m}^{L-1} \hat{h}(k)^{* 2} \hat{h}(l)^{2} \hat{h}(m)^{2} \hat{h}(t)^{2}\right) / \alpha_{82} \\
& , \alpha_{82,8}=\left(\sum_{k=0}^{L-2} \sum_{m=l+1}^{L-1} \hat{h}(k)^{2}|\hat{h}(k)|^{2} \hat{h}(l)^{2}|\hat{h}(l)|^{2}\right) / \alpha_{82} \\
& , \alpha_{82,9}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \sum_{m=1, m \neq k, l}^{L-1} \hat{h}(k)^{2}|\hat{h}(k)|^{2}|\hat{h}(l)|^{2} \hat{h}(m)^{2}\right) / \alpha_{82} \\
& , \alpha_{82,10}=\left(\sum_{k=0}^{L-2} \sum_{l=k+1}^{L-1} \sum_{m=1, m \neq k, l}^{L-2} \sum_{t=m+1}^{L-1}|\hat{h}(k)|^{2}|\hat{h}(l)|^{2} \hat{h}(m)^{2} \hat{h}(t)^{2}\right) / \alpha_{82}
\end{align*}
$$

, and $M_{82, y}$ is a $8^{\text {th }}$ order moment of the received signal.
11) The mathematical form of $\hat{M}_{83, x}$

$$
\begin{aligned}
& \hat{M}_{83, x}=\frac{h(0)^{*}}{h(0)}\left(\begin{array}{l}
\alpha_{83,0} \frac{M_{83, y}-15 M_{62, y} N+60 M_{41, y} N^{2}-60 M_{20, y} N^{3}}{\left(M_{21, y}-N\right)^{4}}-10 \alpha_{83,1} \hat{m}_{63, x} \hat{m}_{20, x} \\
-3 \alpha_{83,2} \hat{m}_{61, x} \hat{m}_{22, x}-5 \alpha_{83,3} \hat{m}_{40, x} \hat{m}_{43, x}-30 \alpha_{83,4} \hat{m}_{42, x} \hat{m}_{41, x}-30 \alpha_{83,5} \hat{m}_{41, x} \hat{m}_{20, x} \hat{m}_{22, x} \\
-30 \alpha_{83,6} \hat{m}_{43, x} \hat{m}_{20, x}^{2}-15 \alpha_{83,7} \hat{m}_{62, x} \hat{m}_{21, x}-15 \alpha_{83,8} \hat{m}_{40, x} \hat{m}_{21, x} \hat{m}_{22, x} \\
-90 \alpha_{83,9} \hat{m}_{21, x} \hat{m}_{22, x} \hat{m}_{20, x}^{2}-90 \alpha_{83,10} \hat{m}_{42, x} \hat{m}_{21, x} \hat{m}_{20, x}-120 \alpha_{83,11} \hat{m}_{41, x} \hat{m}_{21, x}^{2} \\
-360 \alpha_{83,12} \hat{m}_{20, x} \hat{m}_{21, x}^{3}
\end{array}\right):=\frac{h(0)^{*}}{h(0)} \hat{m}_{83, x} \\
& \text { where } \alpha_{83}=\sum_{k=0}^{L-1} \hat{h}(k)^{5} \hat{h}(k)^{* 3}, \alpha_{83,0}=\alpha_{21}^{4} / \alpha_{83}, \alpha_{83,1}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{3} \hat{h}(k)^{* 3} \hat{h}(l)^{2}\right) / \alpha_{83} \\
& \text {, } \alpha_{83,2}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{5} \hat{h}(k)^{*} \hat{h}(l)^{* 2}\right) / \alpha_{83}, \alpha_{83,3}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4} \hat{h}(l) \hat{h}(l)^{* 3}\right) / \alpha_{83} \\
& , \alpha_{83,4}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1}|\hat{h}(k)|^{4} \hat{h}(l)^{3} \hat{h}(l)^{*}\right) / \alpha_{83}, \alpha_{83,5}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \sum_{m=0, m \neq k, l}^{L-1} \hat{h}(k)^{3} \hat{h}(k)^{*} \hat{h}(l)^{2} \hat{h}(l)^{* 2}\right) / \alpha_{83} \\
& , \alpha_{83,6}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-2} \sum_{m=l+1}^{L-1} \hat{h}(k) \hat{h}(k)^{* 3} \hat{h}(l)^{2} \hat{h}(m)^{2}\right) / \alpha_{83}, \alpha_{83,7}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4} \hat{h}(k)^{* 2}|\hat{h}(l)|^{2}\right) / \alpha_{83} \\
& , \alpha_{83,8}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \sum_{m 0, m \neq k, l}^{L-1} \hat{h}(k)^{4}|\hat{h}(l)|^{2} \hat{h}(m)^{* 2}\right) / \alpha_{83} \\
& , \alpha_{83,9}=\left(\sum_{k=0}^{L-1} \sum_{l=1, l \neq k}^{L-2} \sum_{m=l+1}^{L-1} \sum_{t=1, t \neq k, l, m}^{L-1}|\hat{h}(k)|^{2} \hat{h}(l)^{2} \hat{h}(m)^{2} \hat{h}(t)^{* 2}\right) / \alpha_{83} \\
& , \alpha_{83,10}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \sum_{m=0, m \neq k, l}^{L-1}|\hat{h}(k)|^{4}|\hat{h}(l)|^{2} \hat{h}(m)^{2}\right) / \alpha_{83} \\
& , \alpha_{83,11}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \sum_{m=l+1}^{L-1} \hat{h}(k)^{2}|\hat{h}(k)|^{2}|\hat{h}(l)|^{2}|\hat{h}(m)|^{2}\right) / \alpha_{83} \\
& , \alpha_{83,12}=\left(\sum_{k=0}^{L-3} \sum_{l=k+1}^{L-2} \sum_{m=l+1}^{L-1} \sum_{t=1, t \neq k, l, m}^{L-1}|\hat{h}(k)|^{2}|\hat{h}(l)|^{2}|\hat{h}(m)|^{2} \hat{h}(t)^{2}\right) / \alpha_{83}
\end{aligned}
$$

, and $M_{83, y}$ is a $8^{\text {th }}$ order moment of the received signal.
12) The mathematical form of $\hat{M}_{84, x}$

$$
\begin{align*}
& \hat{M}_{84, x}=\alpha_{84,0} \frac{M_{84, y}-16 M_{63, y} N+72 M_{42, y} N^{2}-96 M_{21, y} N^{3}-72 N^{4}}{\left(M_{21, y}-N\right)^{4}}-\alpha_{84,1} \hat{m}_{40, x} \hat{m}_{44, x}-6 \alpha_{84,2} \hat{m}_{62, x} \hat{m}_{22, x} \\
& -6 \alpha_{84,3} \hat{m}_{40, x} \hat{m}_{22, x}^{2}-6 \alpha_{84,4} \hat{m}_{64, x} \hat{m}_{20, x}-6 \alpha_{84,5} \hat{m}_{44, x} \hat{m}_{20, x}^{2}-16 \alpha_{84,6} \hat{m}_{63, x} \hat{m}_{21, x}-16 \alpha_{84,7} \hat{m}_{41, x} \hat{m}_{43, x} \\
& -36 \alpha_{84,8} \hat{m}_{42, x}^{2}-36 \alpha_{84,9} \hat{m}_{42, x} \hat{m}_{20, x} \hat{m}_{22, x}-36 \alpha_{84,10} \hat{m}_{20, x}^{2} \hat{m}_{22, x}^{2}-48 \alpha_{84,11} \hat{m}_{43, x} \hat{m}_{21, x} \hat{m}_{20, x} \\
& -48 \alpha_{84,12} \hat{m}_{41, x} \hat{m}_{21, x} \hat{m}_{22, x}-144 \alpha_{84,13} \hat{m}_{42, x} \hat{m}_{21, x}^{2}-144 \alpha_{84,14} \hat{m}_{21, x}^{2} \hat{m}_{20, x} \hat{m}_{22, x}-576 \alpha_{84,15} \hat{m}_{21, x}^{4}:=\hat{m}_{84, x} \\
& \text { where } \alpha_{84}=\sum_{k=0}^{L-1}|\hat{h}(k)|^{8}, \alpha_{84,0}=\alpha_{21}^{4} / \alpha_{84}, \alpha_{84,1}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4} \hat{h}(l)^{* 4}\right) / \alpha_{84} \\
& , \alpha_{84,2}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{4} \hat{h}(k)^{* 2} \hat{h}(l)^{* 2}\right) / \alpha_{84}, \alpha_{84,3}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l * k}^{L-1} \sum_{m=l+1}^{L-1} \hat{h}(k)^{4} \hat{h}(l)^{* 2} \hat{h}(m)^{* 2}\right) / \alpha_{84} \\
& , \alpha_{84,4}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{* 4} \hat{h}(k)^{2} \hat{h}(l)^{2}\right) / \alpha_{84}, \alpha_{84,5}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-2} \sum_{m=l+1}^{L-1} \hat{h}(k)^{* *} \hat{h}(l)^{2} \hat{h}(m)^{2}\right) / \alpha_{84} \\
& , \alpha_{84,6}=\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1}|\hat{h}(k)|^{6} \hat{h}(l)^{* 2} / \alpha_{84}, \alpha_{84,7}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \hat{h}(k)^{2}|\hat{h}(k)|^{2} \hat{h}(l)^{* 2}|\hat{h}(l)|^{2}\right) / \alpha_{84} \\
& , \alpha_{84,8}=\left(\sum_{k=0}^{L-2} \sum_{l=k+1}^{L-1}|\hat{h}(k)|^{4}|\hat{h}(l)|^{4}\right) / \alpha_{84}, \alpha_{84,9}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \sum_{m=1, m * k, l}^{L-1}|\hat{h}(k)|^{4} \hat{h}(l)^{2} \hat{h}(m)^{* 2}\right) / \alpha_{84}  \tag{65}\\
& , \alpha_{84,10}=\left(\sum_{k=0}^{L-2} \sum_{l=k+1}^{L-1} \sum_{m=1}^{L-1} \sum_{t=m+1, t \neq k, l}^{L-1} \hat{h}(k)^{2} \hat{h}(l)^{2} \hat{h}(m)^{* 2} \hat{h}(t)^{* 2}\right) / \alpha_{84} \\
& , \alpha_{84,11}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l * k}^{L-1} \sum_{m=1, m \neq k, l}^{L-1} \hat{h}(k)^{* 3} \hat{h}(k)|\hat{h}(l)|^{2} \hat{h}(m)^{2}\right) / \alpha_{84} \\
& , \alpha_{84,12}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-1} \sum_{m=1, m \neq k, l}^{L-1} \hat{h}(k)^{3} \hat{h}(k)^{*}|\hat{h}(l)|^{2} \hat{h}(m)^{* 2}\right) / \alpha_{84} \\
& , \alpha_{84,13}=\left(\sum_{k=0}^{L-1} \sum_{l=0, l \neq k}^{L-2} \sum_{m=l+1, m \neq k}^{L-1}|\hat{h}(k)|^{4}|\hat{h}(l)|^{2}|\hat{h}(m)|^{2}\right) / \alpha_{84} \\
& , \alpha_{84,14}=\left(\sum_{k=0}^{L-2} \sum_{l=k+1}^{L-1} \sum_{m=1}^{L-1} \sum_{t=1, t f k, l}^{L-1}|\hat{h}(k)|^{2}|\hat{h}(l)|^{2} \hat{h}(m)^{2} \hat{h}(t)^{* 2}\right) / \alpha_{84} \\
& \text {, } \alpha_{84,15}=\left(\sum_{k=0}^{L-4} \sum_{l=k+1}^{L-3} \sum_{m=l+l l l=m+1}^{L-2} \sum^{L-1}|\hat{h}(k)|^{2}|\hat{h}(l)|^{2}|\hat{h}(m)|^{2}|\hat{h}(t)|^{2}\right) / \alpha_{84}
\end{align*}
$$

, and $M_{84, y}$ is a $8^{\text {th }}$ order moment of the received signal.

## Appendix 2: The mathematical forms of the estimated HOCs

1) The mathematical form of $\hat{C}_{41, x}$

$$
\begin{equation*}
\hat{C}_{41, x}:=\frac{h(0)^{*}}{h(0)}\left(\hat{m}_{41}-3 \hat{m}_{20} \hat{m}_{21}\right):=\frac{h(0)^{*}}{h(0)} \hat{c}_{41, x} \tag{66}
\end{equation*}
$$

2) The mathematical form of $\hat{C}_{42, x}$

$$
\begin{equation*}
\hat{C}_{42, x}:=\hat{m}_{42}-\left|\hat{m}_{20}\right|^{2}-2 \hat{m}_{21}^{2}:=\hat{c}_{42, x} \tag{67}
\end{equation*}
$$

3) The mathematical form of $\hat{C}_{60, x}$

$$
\begin{equation*}
\hat{C}_{60, x}:=\frac{h(0)^{* 3}}{h(0)^{3}}\left(\hat{m}_{60}-15 \hat{m}_{20} \hat{m}_{40}+30 \hat{m}_{20}^{3}\right):=\frac{h(0)^{* 3}}{h(0)^{3}} \hat{c}_{60, x} \tag{68}
\end{equation*}
$$

4) The mathematical form of $\hat{C}_{61, x}$

$$
\begin{equation*}
\hat{C}_{61, x}:=\frac{h(0)^{* 2}}{h(0)^{2}}\left(\hat{m}_{61}-5 \hat{m}_{21} \hat{m}_{40}-10 \hat{m}_{20} \hat{m}_{41}+30 \hat{m}_{20}^{2} \hat{m}_{21}\right):=\frac{h(0)^{* 2}}{h(0)^{2}} \hat{c}_{61, x} \tag{69}
\end{equation*}
$$

5) The mathematical form of $\hat{C}_{62, x}$

$$
\begin{equation*}
\hat{C}_{62, x}=\frac{h(0)^{*}}{h(0)}\left(\hat{m}_{62}-6 \hat{m}_{20} \hat{m}_{42}-8 \hat{m}_{21} \hat{m}_{41}-\hat{m}_{22} \hat{m}_{40}+6 \hat{m}_{20}^{2} \hat{m}_{22}+24 \hat{m}_{21}^{2} \hat{m}_{22}\right):=\frac{h(0)^{*}}{h(0)} \hat{c}_{62, x} \tag{70}
\end{equation*}
$$

6) The mathematical form of $\hat{C}_{63, x}$

$$
\begin{equation*}
\hat{C}_{63, x}=\hat{m}_{63}-9 \hat{m}_{21} \hat{m}_{42}+12 \hat{m}_{21}^{3}-3 \hat{m}_{20} \hat{m}_{43}-3 \hat{m}_{22} \hat{m}_{41}+18 \hat{m}_{20} \hat{m}_{21} \hat{m}_{22}:=\hat{c}_{63, x} \tag{71}
\end{equation*}
$$

7) The mathematical form of $\hat{C}_{80, x}$

$$
\begin{equation*}
\hat{C}_{80, x}=\frac{h(0)^{* 4}}{h(0)^{4}}\left(\hat{m}_{80}-35 \hat{m}_{40}^{2}-28 \hat{m}_{60} \hat{m}_{20}+420 \hat{m}_{20}^{2} \hat{m}_{40}-630 \hat{m}_{20}^{4}\right):=\frac{h(0)^{* 4}}{h(0)^{4}} \hat{c}_{80, x} \tag{72}
\end{equation*}
$$

8) The mathematical form of $\hat{C}_{81, x}$

$$
\begin{align*}
& \hat{C}_{81, x}=\frac{h(0)^{* 3}}{h(0)^{3}}\left(\hat{m}_{81}-7 \hat{m}_{60} \hat{m}_{21}-21 \hat{m}_{61} \hat{m}_{20}-35 \hat{m}_{40} \hat{m}_{41}+210 \hat{m}_{40} \hat{m}_{20} \hat{m}_{21}+210 \hat{m}_{20}^{2} \hat{m}_{41}-630 \hat{m}_{20}^{3} \hat{m}_{21}\right) \\
& \quad:=\frac{h(0)^{* 3}}{h(0)^{3}} \hat{c}_{81, x} \tag{73}
\end{align*}
$$

9) The mathematical form of $\hat{C}_{82, x}$

$$
\begin{align*}
\hat{C}_{82, x} & =\frac{h(0)^{* 2}}{h(0)^{2}}\binom{\hat{m}_{82}-\hat{m}_{60} \hat{m}_{22}-12 \hat{m}_{61} \hat{m}_{21}-15 \hat{m}_{62} \hat{m}_{20}-15 \hat{m}_{40} \hat{m}_{42}+30 \hat{m}_{40} \hat{m}_{20} \hat{m}_{22}+60 \hat{m}_{40} \hat{m}_{21}^{2}}{-20 \hat{m}_{41}^{2}+240 \hat{m}_{41} \hat{m}_{20} \hat{m}_{21}+90 \hat{m}_{42} \hat{m}_{20}^{2}-90 \hat{m}_{20}^{3} \hat{m}_{22}-540 \hat{m}_{20}^{2} \hat{m}_{21}^{2}} \\
& :=\frac{h(0)^{* 2}}{h(0)^{2}} \hat{c}_{82, x} \tag{74}
\end{align*}
$$

10) The mathematical form of $\hat{C}_{83, x}$

$$
\begin{align*}
\hat{C}_{83, x} & =\frac{h(0)^{*}}{h(0)}\binom{\hat{m}_{83}-3 \hat{m}_{61} \hat{m}_{22}-15 \hat{m}_{62} \hat{m}_{21}-5 \hat{m}_{40} \hat{m}_{43}+30 \hat{m}_{40} \hat{m}_{21} \hat{m}_{22}-10 \hat{m}_{63} \hat{m}_{20}-30 \hat{m}_{41} \hat{m}_{42}}{+60 \hat{m}_{41} \hat{m}_{20} \hat{m}_{22}+120 \hat{m}_{41} \hat{m}_{21}^{2}+30 \hat{m}_{20}^{2} \hat{m}_{43}-270 \hat{m}_{20}^{2} \hat{m}_{21} \hat{m}_{22}-360 \hat{m}_{20} \hat{m}_{21}^{3}+180 \hat{m}_{20} \hat{m}_{42} \hat{m}_{21}} \\
& :=\frac{h(0)^{*}}{h(0)} \hat{c}_{83, x} \tag{75}
\end{align*}
$$

11) The mathematical form of $\hat{C}_{84, x}$

$$
\begin{equation*}
\hat{C}_{84, x}=\hat{m}_{84}-16 \hat{c}_{63} \hat{c}_{21}+\left|\hat{c}_{40}\right|^{2}-18 \hat{c}_{42}^{2}-72 \hat{c}_{42} \hat{c}_{21}^{2}-24 \hat{c}_{21}^{4}:=\hat{c}_{84, x} \tag{76}
\end{equation*}
$$
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