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Abstract— Due to the widespread use of smart metering 

infrastructure, multidimensional data on home electric 

consumption is easily available for studying its dynamics at finely 

resolved geographical and temporal scales. Effective forecasting 

and analysis of electric consumption are crucial for customer 

participation in time-of-use tariffs, critical peak pricing, and user-

specific demand response programs derived from 

multidimensional data streams. Along with the enormous 

economic and sustainability ramifications, such as energy waste 

and the decarbonisation of the energy industry, precise 

consumption forecasts enable power system planning and reliable 

grid operations. Energy consumption forecasting is a hot field of 

research; despite the number of developed models, projecting 

electric consumption in residential buildings remains problematic 

owing to the significant unpredictability of occupant energy use 

behaviour. Discovering the electricity consumption knowledge 

from the Multi-Dimensional Data Streams (MDDS) of electricity 

logs is a challenging research problem. To end this, a novel 

electricity knowledge discovery model proposed from the MDDS 

using clustering and machine learning. Context-Aware Clustering 

with Whale Optimization Algorithm (CAC-WOA) is designed and 

explained in this research article. The CAC-WOA consists of two 

phases context-aware groups formation and WOA-based machine 

learning predictive model. In the CAC algorithm, group's 

formation using electricity contextual information to estimate the 

robust predictive features are proposed. Using such predictive 

features, the predictive model using the WOA-based Artificial 

Neural Network (ANN) is built. The modified ANN technique 

using the WOA algorithm is used to reduce the error rates and 

improve the prediction accuracy. The experimental outcomes 

using publically available electricity consumption datasets prove 

the efficiency of the CAC-WOA model. 

Keywords— Artificial neural network, bio-inspired optimization, 

context aware clustering, knowledge discovery, electricity 

monitoring, whale optimization. 

I. INTRODUCTION  

Data mining is a technique for extracting relevant data or 
patterns from massive data repositories such as relational 
databases, data warehouses, and XML repositories [1]. Pre-
processing, data mining, and post-processing are the three steps 

of data mining, which is also known as the primary progression 
of Knowledge Discovery in Databases (KDD). Because the 
quantity of data in many databases has become incredibly big in 
recent years, knowledge discovery in databases (KDD) has 
become a technique of great interest. In big databases, KDD 
reflects the function of a nontrivial procedure for finding an 
efficient, consistent, possibly functional, and previously 
unknown pattern. Before the data mining algorithms are coupled 
with reliable data, the pre-processing step is employed to carry 
out the task. Data cleansing, integration, selection, and 
transformation are all included. The data mining phase of KDD 
is when a variety of methods are utilized to uncover buried 
knowledge. The mining result, as well as the users' demands and 
domain knowledge, are computed in the third step. The data 
mining step is the most important of all the phases. KDD is a 
mechanism for linking many branches of computer science 
expertise. It is the process of gathering data from a variety of 
sources and synthesizing it into valuable knowledge. Data 
mining software is a type of systematic data analysis tool. It 
helps users to look at data from a variety of perspectives to 
categorize and analyze the relationships that have been 
discovered. The approach of identifying connections or patterns 
using hundreds of fields in huge relational datasets is known as 
data mining [2]. Data mining is a technique for analyzing 
enormous amounts of data. It's also a set of instruments used to 
carry out the procedure. Data mining uses data from a variety of 
sources, including marketing, health, and communication. 

In decision-making applications like electricity 
consumption, data streams play a critical role. Data mining 
techniques are required for knowledge discovery from such data 
sources about the electricity consumption patterns. Data streams 
are the continuous flow of information. Sensor data, call center 
records, network traffic, and other data streams are examples of 
data streams which forms the MDDS [3]. Authors sheer volume 
and pace provide a significant challenge for the data mining 
industry to extract knowledge. Data streams exhibit a wide range 
of characteristics, including feature evolution, indefinite 
duration, restricted labeled data, idea evolution, concept drift, 
and so on [4-7]. When the fundamental notion of data changes 
over time, concept drift occurs in data streams [8] [9]. When 
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separate classes form in streams, concept evolution occurs. 
Feature evolution occurs when the feature set in data streams 
evolves. Data streams also suffer from a lack of labeled data 
since it is impossible to manually classify all of the data points 
in the stream. Each of these characteristics adds to the difficulty 
of data stream mining. 

Considering the electricity applications, the knowledge 
discovery from the different electricity logs that formed MDDS 
has received significant attention from researchers. By 
examining electric consumption statistics, policymakers and 
building owners can gain a better understanding of their 
customers' demand-consumption behaviors [10-12]. Moreover, 
the analysis and exact forecasting of energy consumption 
utilizing multi-dimensional data streams are vital for consumer 
participation in time-of-use tariffs, critical peak pricing, and 
user-specific demand response operations. Achieving accurate 
consumption forecasts helps to enhance power system planning 
and ensure dependable grid operations, in addition to having 
significant economic and environmental repercussions, such as 
reducing energy waste and accelerating the decarbonisation of 
the energy sector Energy consumption forecasting is a 
prominent issue in research; despite the availability of proven 
models, estimating electric consumption in residential buildings 
remains difficult due to the unpredictability of tenant energy use 
behavior [13][14]. As a result, the search for an appropriate 
model for making exact predictions about energy usage 
continues. 

To acquire knowledge from the MDDS, researchers must 
overcome several challenges such as erroneous predictions, 
scalability, and efficiency. Many different types of data mining 
methods have been presented for the effective finding of 
information from multi-stream electricity datasets. Optimization 
methods, clustering methods, machine learning methods, etc. 
have frequently been used for electricity consumption prediction 
[15]. For accurate electricity prediction, context-aware 
electricity features and error-free predictive models [16] are two 
key requirements.  

To overcome the challenges of existing solutions for 
electricity load forecasting or energy consumption forecasting, 
a novel CAC-WOA model is presented in this research article. 
As the name indicates, the model consists of two algorithms like 
clustering and WOA-based machine learning. The core 
functionality of CAC-WOA is briefly described below.  

The researchers have proposed the CAC algorithm to 
perform the context-aware grouping of input multidimensional 
electric consumption data using the statistical features 
estimation technique. In CAC, the notion of self-supervised 
clustering is called CAC where the contextual knowledge is 
estimated as observation to devise clusters.  

Compared to traditional clustering methods, the context-
aware clustering method considers dependencies in goods at a 
greater contextual level to enhance prediction accuracy. The 
outcome of CAC is used as the prediction feature in the machine 
learning techniques for accurate forecasting.  

To overcome the challenges of machine learning techniques, 
in this research article, researchers have modified the existing 
ANN classifier using the WOA for reducing the training MSE 

and errors and improving the overall accuracy. To obtain the 
MSE error, the WOA is used to initialize and update the weight 
vector of the ANN. The design, methodology, and experimental 
analysis of the CAC-WOA model using the publically available 
electricity consumption dataset are presented to justify the 
efficiency of the proposed model. 

The remainder of the research article consists of the below 
sections. Section 2 presents a brief study of various KDD 
techniques. Section 3 presents the CAC-WOA design and 
methodology. Section 4 presents the simulation results. Section 
5 presents the conclusion and future recommendations. 

II. RELATED WORKS 

Since the last decade, several novel methods have been 
introduced for the knowledge discovery from MDDS under 
different categories such as machine learning, bio-inspired 
optimization (BO), swarm intelligence (SI), and clustering under 
various applications. As the objective of the proposed research 
is on efficient knowledge discovery from the electricity logs, this 
section reviewed the recent methods on energy forecasting using 
clustering, BO, SI, and machine learning. To understand the role 
of clustering in knowledge discovery from the MDDS, 
researchers have mainly reviewed the clustering techniques. 

A. State-of-Arts 

Several strategies have recently been developed for 
predicting power usage by mining streaming live electrical data 
using various methodologies. These approaches all use multi-
dimensional electric data streams as input to accomplish 
knowledge discovery in terms of load forecasting or energy 
consumption forecasting.  

A suggested a clustering-based electricity forecast model in 
[17]. Authors created the subspace clustering based on the user's 
electricity usage characteristics' assessment index and then got 
various patterns for the user's power consumption. In this case, 
the clustering had been done automatically. Another clustering-
based technique for energy consumption forecasting had 
presented in [18]. Authors created fundamental energy profile 
modeling based on the clustering of users. Using the streaming 
data from 288 commercial buildings, authors used the test 
technique to measure the system's correctness. The technique for 
estimating the energy consumption of the ancient educational 
building using the Support Vector Machine (SVM) and 
SARIMA (seasonal autoregressive integrated moving average) 
had devised in [19]. For electricity users, the short-term energy 
load prediction model presented utilizing the Fuzzy C-Mean 
(FCM) and K-means clustering in [20]. According to their 
electricity consumption parameters, authors used K-means 
clustering to separate the customers into two groups. The FCM 
technique was then used to filter out similar data. The data 
analysis processes provided suggested extracting the state of the 
appliance's power from its streaming energy consumption data 
in [21]. Authors created the method using a unique data learning 
model for nonintrusive load monitoring, which is a multi-target 
classification algorithm. The author of [22] looked at current 
models and proposed machine learning. Authors combined the 
Artificial Neural Network (ANN) with the Genetic Algorithm 
SI method (GA). Authors used a real-world testbed to put their 
prediction model to the test. A unique incremental learning 
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approach for predicting building energy consumption was 
examined in [23]. Authors created the swarm decision table 
method and compared it to the traditional decision tree 
approach. The experiments were carried out on multi-
dimensional data streams connected to the Internet of Things 
(IoT) in real-time. For short-term power consumption 
forecasting, [24] developed a spatial and temporal ensemble 
forecasting model. Authors involved using cluster analysis and 
the k-means algorithm to investigate power usage profiles at the 
apartment level. The ensemble forecasting model of the two-
deep learning models, Long Short-Term Memory Unit (LSTM) 
and Gated Recurrent Unit (GRU) were used in their model 
(GRU). The energy consumption forecast model for the 
Microsoft Azure Cloud-based method was introduced in [25]. 
For the prediction model, authors employed classifiers like 
SVM, ANN, and k-Nearest Neighbor (KNN). Another recent 
effort, the occupant-behavior-sensitive prediction model, was 
built for the prediction of building energy usage in [26]. Authors 
created the ANN, DNN (Deep Neural Network), EBT 
(Ensemble Bagging Trees), and CART machine learning 
algorithms (Classification and Regression Trees). The power 
consumption estimation model [27] was recently presented 
utilizing machine learning techniques in Agartala (India). 
Authors created a prediction model to forecast the load for the 
following 24 hours, then one week to one month. Authors 
created random forest (RF) and XGBoost classifiers, which are 
machine learning techniques. The hybrid machine learning 
approach for predicting appliance energy usage and peak 
demand had presented in [28]. For the forecast of appliance 
energy usage and customer peak demand, authors recommended 
the quicker k-medoids clustering technique, SVM, and ANN. 
Another contemporary clustering approach for energy 
forecasting, the two-layer Distributed Clustering Algorithm 
(DCA), was developed in [29] and uses affinity propagation and 
k-means clustering algorithms. Researchers went on to discuss 
the incentive Demand Response (DR), as well as the user-side 
DR flexibility. The dragonfly algorithm (DA) was proposed as 
a meta-heuristic optimization approach in [30]. Authors devised 
an algorithm to address the real-world problem of power 
monitoring in single and multiple smart homes. Authors divided 
the appliances into two categories: non-shiftable and shiftable. 
In [31], authors have developed a new technique for predicting 
individual consumer appliance energy usage from a set of 
connected user's electronic loads. For online applications, 
authors first acquire and store the current data of each appliance 
with changing load. After that, authors calculated individual 
load currents. To anticipate the electrical demand of individual 
users, authors developed the Artificial Bee Colony (ABC) 
method, which is a search-based optimization technique. For 
home energy forecasting, [32] examined the use of ensemble 
approaches to enhance the execution of ANN models. The 
instance was a house in Portugal with solar panels and batteries 
and a Home Energy Management System (HEMS) in charge. 
The largest reciprocal knowledge coefficient for monthly 
electricity use had proposed in [33]. First, the highest reciprocal 
knowledge coefficient had established between monthly power 
usage and its affecting elements. The high-relevance 
components have screened out established on the highest 
reciprocal information coefficient. The data with strong 
relevance parameters were combined. Finally, the random forest 

performed the prediction of electricity consumption prediction. 
In [34], a well-known deep learning transformer had used with 
the clustering method K-means to figure out how much power 
was used over time. The Transformer model was used to predict 
how much power the next hour would use, and the K-means 
clustering technique had employed to improve the prediction 
results. 

B.  Motivation 

In this research article, researchers have discovered that 
knowledge discovery from MDDS is a difficult research topic 
from the recent literature on MDDS mining approaches in the 
electrical consumption forecasting domain. Clustering, machine 
learning algorithms, and SI are among the most often employed 
strategies for knowledge discovery from the MDDS. Based on 
the findings of these recent investigations, researchers have 
identified the following research gaps that motivate the 
proposed CAC-WOA model. 

• Existing clustering-based methods [17] [18] [20] [24] 
[28] [29] [34] utilized the conventional (k-means, k-
medoids, and FCM) approach for the group formation 
where the context information about energy 
consumption was neglected and just relied on the 
consumed energy for the group formation. It results in 
an erroneous approach for electricity monitoring.  

• The machine learning techniques such as ANN, SVM, 
KNN, random forest, etc. were utilized for the 
prediction either individually or combined with 
clustering [17-33]. These techniques already suffered 
from Mean Square Error (MSE), training error, and 
accuracy challenges.  

• Various optimization techniques such as DA [30], 
ABC [31], etc. were used to enhance the performance 
of machine learning techniques, but the selection of 
robust and efficient bio-inspired optimization is still a 
research problem. The deep learning techniques [34] 
not exploited into this domain due to lack of predefined 
deep learning models and higher time complexity. 

C.  Contributions 

To overcome the challenges of existing solutions for electricity 
load forecasting or energy consumption forecasting, 
researchers proposed a novel CAC-WOA model in this research 
article. As the name indicates, the model consists of two 
algorithms like clustering and WOA-based machine learning. 
The contributions of CAC-WOA are briefly described below.  

• Researchers proposed the CAC algorithm to perform 
the context-aware grouping of input multidimensional 
electric consumption data using the statistical features 
estimation technique. In CAC, the notion of self-
supervised clustering is called CAC where the 
contextual knowledge is estimated as observation to 
devise clusters.  

• Compared to traditional clustering methods, the 
context-aware clustering method considers 
dependencies in goods at a greater contextual level to 
enhance prediction accuracy. The outcome of CAC is 
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used as the prediction feature in the machine learning 
techniques for accurate forecasting.  

• To overcome the challenges of machine learning 
techniques, researchers modified the existing ANN 
classifier using the WOA for reducing the training 
MSE and errors and improving the overall accuracy. 
To obtain the MSE error, the WOA is used to initialize 
and update the weight vector of the ANN. 

• The design, methodology, and experimental analysis of 
the CAC-WOA model using the publically available 
electricity consumption dataset are presented to justify 
the efficiency of the proposed model. 

III. CAC-WOA METHODOLOGY 

 

 

 

Figure 1. Proposed electricity consumption prediction 
model from MDDS 

According to the contributions discussed above, the design 
and methodology of the proposed CAC-WOA model are 
presented in this section. Figure 1 shows the overall architecture 
of the proposed electricity knowledge discovery and prediction 
model from the MDDS logs. As shown in figure 1, the electric 
consumption data collected from the household residence is 
commonly called the MDDS historical logs. As such logs are 
collected for each home in the residential buildings, it may have 
raw or messy data which may lead to wrong knowledge 
discovery. Therefore, researchers first applied the lightweight 
pre-processing and data normalization algorithm to address the 
different types of data noises. After pre-processing of input 
electricity MDDS data, researchers applied the proposed CAC 
group formation where the context-aware structural features are 
estimated using the distance similarity measures. According to 
estimated features, researchers have sorted and formed the 
clusters. Each cluster is labeled with either of four electricity 
consumption patterns (e.g. seasonal, occasional, flat, and 

frequent). This process is called the build predictive feature 
vector for the further processing for electricity consumption 
prediction. The next step of the proposed architecture is to train 
and test the input predictive features using the proposed WOA-
based ANN algorithm. As mentioned earlier, the process of 
ANN training is enhanced by applying the WOA technique to 
minimize the overall MSE rate and improve the prediction 
accuracy. The WOA technique performs the weight 
optimization using the current fitness evaluations. After training, 
researchers performed the testing for energy prediction by 
varying the test ratios 10 %, 20%, and 30%. As per the 
prediction outcomes, researchers estimated the prediction results 
in terms of accuracy, precision, recall, and MSE parameters. 

A.  Data Pre-processing 

The data may have different kinds of noises such as wrong 
information, missing information, or incomplete information 
for some parameters. To overcome all such issues, researchers 
have proposed a lightweight mechanism using Natural 
Language Processing (NLP) and messy data handling 
techniques. The real-time applications connected with the IoT 
technology sometimes may produce the attributes in some 
tuples with messy data or incomplete data such as 𝐼𝑛𝑓, 𝑁𝑢𝑙𝑙, or 𝑁𝑎𝑁 values in place of the actual value. The occurrence of such 
values might lead to erroneous knowledge discovery and 
forecasting. As a result, such chaotic data from input raw logs 
must be suppressed or cleaned. The suggested pre-processing 
and data normalization technique is demonstrated in Algorithm 
1. First, researchers have performed the detection and removed 
the special characters (SC) e.g., @, #, etc., complex characters 
(CC) e.g., a+, B-, etc., URLs, and stop words (SW) using NLP. 
Then, researchers have detected the location of messy data 
(𝐼𝑛𝑓 , 𝑁𝑢𝑙𝑙 , 𝑁𝑎𝑁) and then replaces that messy data with a 
average value corresponding to that parameter. The 𝑚𝑒𝑎𝑛(. ) 
function discovers the average value from the entire column by 
suppressing the messy values. It ensures the clearance of such 
data from multi- dimensional sources. 
 

Algorithm 1: Data pre-processing  

Input 𝐷: Input electricity consumption data  𝑀 ← {𝐼𝑛𝑓, 𝑁𝑎𝑁, 𝑁𝑢𝑙𝑙}: Messy data parameters  
Output 𝑁: Normalized dataset  
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1. Acquisition of MSSD data 𝐷 
2. [𝑚, 𝑛] ← 𝑠𝑖𝑧𝑒(𝐷) 
3. 𝑁 ← 𝑧𝑒𝑟𝑜𝑠 (𝑚, 𝑛) 
4. For each 𝑖 = 1: 𝑚 
5. For each 𝑗 = 1: 𝑛 
6. If (𝐷(𝑖, 𝑗) ≠ 𝑆𝐶 || 𝐷(𝑖, 𝑗) ≠   𝑈𝑅𝐿 || 𝐷(𝑖, 𝑗) ≠𝐶𝐶||𝐷(𝑖, 𝑗) ≠ 𝑆𝑊) 
7. 𝑁(𝑖, 𝑗) ← D(𝑖, 𝑗) 
8.          Else  
9. 𝑁(𝑖, 𝑗) ← mean(: , 𝑗) 
10.          End If 
11. If (𝐷(𝑖, 𝑗) == 𝑀) 
12. 𝑁(𝑖, 𝑗) ← mean(: , 𝑗) 
13. Else  
14. 𝑁(𝑖, 𝑗) ← D(𝑖, 𝑗) 
15. End If 
16. End For 
17.  End For 
18. Return (𝑁) 

 

B.  CAC Group Formation 

The objective of context-aware group formation of the input pre-
processed electricity data is to achieve reliable and efficient 
forecasting according to the consumption patterns compared to 
existing mechanisms. This section presents the design of the 
proposed CAC group formation approach. Figure 2 shows the 
overall functionality of the proposed clustering mechanism. As 
shown in figure 2, the input raw electricity data is first pre-
processed using algorithm 1. After pre-processing, researchers 
have initially performed the k-means clustering to discover the 
centroids. After the formation of initial groups, researchers have 
performed the optimization of these groups to achieve the 
context-aware clustering of input data. In this article, researchers 
have extracted two parameters of each electricity log as velocity 
and consumed electricity to perform the context-aware 
clustering. The distance for velocity and electricity consumption 
of two rows is estimated using a well-known Euclidean distance. 
Once the distances are estimated for all the group members, 
researchers sorted them into ascending order. Finally, according 
to the sorted scores, the groups are re-formed. This process not 
only achieves the accuracy of prediction but also prevents data 
loss. 

 

 

 

Figure 2. Architecture of CAC for group formation of 
electricity data 

 

The normalized electricity data N is fed to k-means clustering 
cluster to compute the centroids and their group members (GMs) 
initially. The groups G with its centroid are computed using:    G =  kmeans (N, c)                                                                      (1) 
Where, G represents the groups formed using k-means 
technique of data N, c stands for the number of clusters 
(researchers set c=4 in this work). Each cluster Gi, i ∈ c has at 
least r CMs. The value of r is not the same for each cluster, i.e., 
the number CMs in each cluster can be distinct.  
As discussed earlier, the conventional group formation 
technique leads to several challenges in the domain of 
knowledge discovery and forecasting. To end this, researchers 
proposed a mechanism to optimize the initially formed clusters 
using a context-aware approach. Algorithm 2 shows the 
complete functionality of the proposed group formation 
technique. The optimization of the groups is possible by 
computing the similarity score of each electricity log in each 
cluster using two parameters such as velocity and electricity.  As 
shown in algorithm 2, researchers initialized the output 
clustering vector H  of size n  and m + 2 . The additional two 
columns are introduced to add the newly computed integrated 
predictive feature using the hybridScore (. )  function and 
corresponding predictive label as a cluster number. The hybridScore (. ) function estimates the similarity measure into 
variable h among the current GM log and centroid of the current 

clusterCcentroidi . Iteratively, for each cluster, the current row/log 
and its context-aware value h recorded into the vector H for all 
the n number of rows in the dataset N across the c number of 
clusters. All the entries in vector H are then sorted according to 
corresponding value h  in ascending order into the vector S . 
After that researcher initialized the Predictive vector P similar to 
vector H to record the optimized groups with its labels. All the 
entries in S are grouped according to the context-aware score 
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with its group number into the output P. The number of logs 
(GMs) in each group should satisfy the constraint (n/c), where 
n is the total logs and c is the number of clusters.  
In hybridScore (. )  function, researchers have measured the 
Euclidean distance among velocity parameters and electricity 
consumption parameters of current CM log and centroid of 
cluster to which the CM log belongs. The computations are 
elaborated below.  vji = dist (logj. Velocity, Ccentroidi . Velocity, ′euclidean′ )                             

(2) 
 
Where,  vji represents the Euclidean distance for jth log logj that 

belongs to ith cluster using its centroid Ccentroidi .   eji = dist (logj. Electricity, Ccentroidi . Electricity, ′euclidean′ )                    

(3) 
 
Where,  eji represents the Euclidean distance for jth log logj that 

belongs to ith cluster using its centroid Ccentroidi .   
 

Algorithm 2: CAC   

Inputs 𝐶: 𝑔𝑟𝑜𝑢𝑝𝑠 𝑤𝑖𝑡ℎ 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑠  𝑐: 𝑡𝑜𝑡𝑎𝑙 𝑔𝑟𝑜𝑢𝑝𝑠 𝑁: 𝑝𝑟𝑒 − 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑 𝑑𝑎𝑡𝑎𝑠𝑒𝑡  𝑛: 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑙𝑜𝑔𝑠/𝑟𝑜𝑤𝑠 𝑖𝑛 𝑁 𝑚: 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑢𝑚𝑛 𝑖𝑛 𝑒𝑎𝑐ℎ 𝑟𝑜𝑤/𝑙𝑜𝑔 

Output 𝑃: 𝐶𝑜𝑛𝑡𝑒𝑥𝑡 𝑎𝑤𝑎𝑟𝑒 𝑔𝑟𝑜𝑢𝑝𝑠 𝑤𝑖𝑡ℎ 𝑙𝑎𝑏𝑒𝑙𝑠 𝑎𝑠 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑣𝑒𝑡𝑜𝑟
1. Initialize: 𝐻 ← 𝑜𝑛𝑒𝑠(𝑛, 𝑚 + 2) 

2. 𝑡 = 1, 𝑡 ∈ 𝑛 

3. for 𝑖 =  1: 𝑐 

4.       for 𝑗 =  1: 𝑠𝑖𝑧𝑒 (𝐶𝑖) 

5. 𝑙𝑜𝑔 ← 𝐶𝑀𝑖(𝑗) 

6. h ← ℎ𝑦𝑏𝑟𝑖𝑑𝑆𝑐𝑜𝑟𝑒(log, 𝐶𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑖 ) 

7. 𝐻(𝑡, 1: 𝑚) ← 𝑙𝑜𝑔 

8. 𝐻(𝑡, 𝑚 + 1) ← h 

9. 𝑡 ← 𝑡 + 1 

10.       end For 

11. end For 

12. 𝑆 ← 𝑔𝑒𝑡𝑆𝑜𝑟𝑡(𝐻(: , 𝑚 + 1), "𝑎𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔") 

13. Initialize: 𝑃 ← 𝑜𝑛𝑒𝑠(𝑛, 𝑚 + 2) 

14. for 𝑖 =  1: 𝑙𝑒𝑛𝑔ℎ𝑡 (𝑆) 

15.       for 𝑗 =  1: 𝑐 

16.                  if (𝑙𝑒𝑛𝑔ℎ𝑡(𝐶𝑗) ≤ |𝑛𝑐|) 

17. 𝐶𝑗 ← 𝑎𝑑𝑑 (𝑆(𝑖, ∶)) 

18. 𝑃 ← 𝑆(𝑖, : ) 

19. 𝑃(𝑖, 𝑚 + 2) ← j, assign label 
20.            end if 

21.        end for 

22. end for 

23. Return (𝑃) 

 

Finally, the integrated hybrid context-aware or structural 
similarity score is computed using the weight-based approach. 
The hybrid score hjfor jth log logj is computed by: hj = (a1 × vji) + (a2 × eji)                                                         (4) 

 
Where a1and a1represent weights for each structural measure. 
The value of both weight parameters is a1 + a2 = 1. Both the 
velocity and electricity characteristics are given equal weight in 
this study., i.e., a1 = 0.5 &a2 = 0.5. 
 

C.  WOA-ANN Predictive Model 

A WOA-based ANN is used to anticipate power usage. To attain 
the lowest MSE and greater training accuracy, the WOA is used 
to initialize and update the weight vector of the ANN. The 
suggested WOAANN model can address erroneous forecasting 
and predicting power usage. Because of its simplicity and 
efficacy, the ANN is frequently employed as a classifier in 
machine learning. It's also been used in power system intrusion 
detection models. The ANN's training is still a difficult 
challenge. Traditional training algorithms have a hard time 
dealing with slow convergence and local optima. To identify the 
appropriate weights and biases for issues like grey wolf 
optimization (GWO) and moth flame optimization (MFO), one 
recent trend is to train the ANN using bio-inspired meta-
heuristic algorithms that imitate biological or physical events. 
 
In this research article, researchers have suggested the 
WOAANN electricity forecasting prediction model, which is 
based on an ANN that is trained with the WOA. Feed-backward, 
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feed-forwards, and self-organizing maps are the three types of 
ANN architectures and associated neuron layouts. A multilayer 
perceptron (MLP) is a feed-forward neural network that uses the 
hidden layer to turn inputs into outputs. To train the network, the 
back-propagation algorithm was employed as the supervised 
learning pattern. WOA is a swarm-based intelligent search 
approach [35] that is used to discover assaults while overcoming 
the delayed convergence difficulty and the "local minima" trap 
associated with ANN. WOA is known as an effective and 
competent method for solving optimization issues since it can 
search and estimate the identified neighborhood space of the 
global optimum. Researchers have employed a WOA algorithm 
as a trainer for a feed-forward neural network to address the 
problems associated with the learning technique in neural 
networks. It has been demonstrated that this approach can tackle 
a broad range of optimization issues and outperforms other 
existing algorithms in training MLPs because it is a gradient-
free and flexible machine capable of local-optima avoidance. 
Figure 3 demonstrates the functionality of the proposed WOA-
based ANN training approach. This takes the input as the vector P as the predictive feature vector. The WOA consists of steps 
such as population initialization (also called as whale search 
agents initialization), fitness computation of each whale agent, 
evaluation and updation of hunting whales position, and 
estimation of optimal solution on convergence. Each whale 
search agent is initialized to optimize a candidate neural network 
in WOA-based ANN training. An MLP network has weight and 
bias vectors that indicate the relationships among the input and 
hidden layers, as well as the hidden and output layers. Equation 
(5) illustrates the total number of weights and biases (WB) 
variable combinations in the MLP network that will be improved 
using WOA. In this equation, n represents the total number of 
input nodes (the total number of rows in the input vector P), and q represents the total number of neurons in the hidden layer. 
 WB = n. q + 2. n + 1                                                     (5) 
 

 

 

Figure 3. Architecture of WOA-based ANN training 
 

Essentially, the MSE of the MLP network functions as a fitness 
function, and it is utilized by the whale search agents to assess 
how much difference there is between actual A and anticipated 
classes A̅. The MSE for k number of samples is computed by: 
 mse = ∑ (Ax− A̅x)2kx=1 k                                                     (6) 

 
This fitness value is utilized in the WOA optimization algorithm 
as shown in figure 3. Before performing the WOAANN training 
and classification steps, the numbers of feature vectors are 
estimated from the vector P. These features vectors are 
randomly distributed into training and testing ratios. In our 
experiment, researchers have divided into three combinations 
such as 90 % (training)-10 % (testing), 80 % (training)-20 % 
(testing), and 70 % (training)-30 % (testing). Finally, the testing 
data is input into the ANN classification model using the optimal 
weights and biases established during the training phase to 
assess the model's accuracy. The WOAANN is very adept at 
avoiding local optima and reducing the MSE rate of ANN 
training. It increases the likelihood of identifying the best MLP 
weights and biases for the proposed model, which are linked 
with high accuracy and efficiency. 
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IV. SIMULATION RESULTS 

In this research article, researchers have implemented the 
proposed model using Python 3.10.2 under the Windows 10 OS 
with an Intel I5 processor with 8GB RAM and Intel graphics. 
Researchers have collected the MDDS electricity logs from the 
publically available research dataset [36]. The dataset contains 
power usage statistics from a high-rise residential building on 
the IIT Bombay campus from December 2016 to January 2018. 
Each of the 60 3BHK “(3 Bedrooms, Hall, and a Kitchen)” flats 
in the building is equipped with a smart meter that records data 
every 5-8 seconds. All timestamps in the dataset are in 
GMT+5.30 (Indian Standard Time). Each entry in the dataset 
originally consists of 6 fields as timestamp, phase 1 voltage, 
phase 2 voltage, phase 3 voltage, phase 1 electricity 
consumption, and phase 2 electricity consumption. After 
applying algorithms 1 and 2, researchers have a dataset with 
additional two entries such as integrated predictive feature and 
corresponding group number (1, 2, 3, or 4). As mentioned 
earlier, researchers have analyzed the performance of the 
proposed WOA-based ANN model with the other conventional 
classifiers such as SVM, ANN, and KNN. For all these 
classifiers, researchers fed the predictive feature vector with 
labelling P. The results are analyzed in terms of training MSE, 
training accuracy, testing accuracy, testing precision, and testing 
recall for energy consumption forecasting. Furthermore, the 
performance of the proposed model is compared with state-of-
art methods in terms of accuracy, precision, recall, and 
forecasting duration in section B. 
 

A.  Performance Investigation 

 
Figures 4-7 demonstrate the comparative investigation of the 
training MSE performance using the different predictive models 
such as KNN, SVM, ANN, and WOA-ANN for varying test 
ratios. Figure 4, figure 5, and figure 6 show the training MSE 
with a forecasting span of 200 minutes for 10 %, 20 %, and 30 
% testing samples respectively. From these results, researchers 
have first noticed that as the forecasting span increases, the 
training error minimizes due to increasing historical data with 
increasing forecasting duration. It also indicates that training on 
initial samples will lead to higher errors. Therefore, historical 
MDDS plays a significant role in accurate forecasting. The 
second thing that researchers have observed from the results 
shown in figures 4-6 is the impact of test samples size. The lower 
test samples (means higher training samples) have delivered the 
minimum MSE due to higher training data for the classification. 
Among KNN, SVM, ANN, and WOA-ANN methods, the 
proposed forecasting model using WOA-ANN reduced the 
training MSE significantly compared to CAC with KNN, SVM, 
and ANN forecasting models. It is due to the optimized ANN 
approach using the WOA technique. The WOA can reduce the 
MSE while ANN training and classification phase compared to 
conventional classifiers. Therefore, it significantly affects the 
forecasting outcomes as well. 
 

 
Figure 4. Training MSE analysis for 10 % test ratio 

 

 
Figure 5. Training MSE analysis for 20 % test ratio 

 

 
Figure 6. Training MSE analysis for 30 % test ratio 
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Figure 7. Average analysis of training MSE  

 
Figure 7 demonstrates the average outcomes of training MSE for 
each test ratio scenario. The average training MSE is 0.1, 0.115, 
and 0.122 for 10 %, 20 %, and 30 % training samples. These 
outcomes show a significant reduction compared to 
conventional classifiers. The reduction in MSE has a direct 
impact on the training accuracy as shown in figure 8. The 
average training accuracy for each test sample ratio is computed 
for KNN, SVM, ANN, and WOA-ANN techniques. The 
accuracy of the proposed WOANN-based knowledge discovery 
or energy consumption forecasting model is improved compared 
to other prediction models. It is due to the proposed context-
aware clustering with the WOA-ANN mechanism that reforms 
the groups with effective predictive features followed by an 
optimized ANN classification model. 
 

 
Figure 8. Average training forecasting accuracy 

 
Furthermore, researchers have analyzed the performance of the 
proposed electricity consumption forecasting results in terms of 
10%, 20%, and 30% test ratio classification. The testing 
accuracy, precision, and recall rates performances are measured 

for each test ratio scenario using KNN, SVM, ANN, and WOA-
NN classifiers. Figure 9 demonstrates the outcome of overall 
forecasting accuracy for 10-30% test samples using different 
classifiers. Similarly, figure 10 and 11 shows the outcome of 
overall forecasting precision and recall for 10-30% test samples 
using different classifiers respectively. It shows the increasing 
number of test samples reduces the overall forecasting 
accuracy, precision, and recall rates due to the reduced number 
of training samples. The proposed CAC with the WOA-ANN 
forecasting model delivered higher prediction accuracy, 
precision, and recall rates compared to KNN, SVM, and ANN 
approaches. These results also claim that optimizing the group 
formations for knowledge discovery is not enough for 
improving the forecasting performances. The performance of 
the proposed CAC group formation algorithm has been 
enhanced by applying the optimized predictive model called 
WOA-ANN (i.e., CAC-WOA). 
 

 
Figure 9. Performance analysis of forecasting accuracy 

 

 
Figure 10. Performance analysis of forecasting precision 
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Figure 11. Performance analysis of forecasting recall 

 

B.  State-of-Art Analysis  

This section presents the comparative analysis of the proposed 
model compared to recent existing energy consumption 
forecasting techniques using different approaches. Researchers 
have compared the performance of the proposed model CAC-
WOA with four recent techniques such as Hussain et. al [30], 
Ghosh et. al [31], Bot et. al [32], and Pang et.al [33]. These 
methods are closely related to the proposed model where they 
have used Dragonfly and genetic algorithm in [30], Artificial 
bee optimization in [31], ensemble forecasting model in [32], 
and random forest model in [33] for energy consumption 
prediction. Researchers have applied these methods using the 
dataset and other experimental settings mentioned above for the 
comparative study in this research article. Table 1 demonstrates 
the average outcomes in terms of accuracy, precision, recall, 
and forecasting time. These results are estimated for 70 % 
(training) and 30 % (testing) via 10 executions of each method. 
From the outcomes presented in table 1, the proposed CAC-
WOA method significantly improved the overall knowledge 
discovery from MDDS and forecasting results compared to 
recent solutions. The performances are improved due to 
optimized clustering using the context-aware group formation 
using structural similarity measures and modified ANN using 
the WOA approach.  
 

Methods 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

Forecasting 

Time 

(Seconds) 

Hussain et. al 
[30] 95.72 93.74 96.32 1.99 

Ghosh et. al 
[31] 94.32 93.23 95.37 1.64 

Bot et. al [32] 94.12 93.02 95.06 1.57 

Pang et.al [33] 93.21 92.43 94.73 1.53 

CAC-WOA 97.43 96.57 98.67 1.49 

 

V. 5. CONCLUSION AND FUTURE WORKS 

This research article proposed the novel CAC-WOA 
framework for efficient knowledge discovery from the multi-
dimensional electricity consumption data logs. These 
knowledge discoveries have been performed for the forecasting 
of electricity consumption for smart electricity monitoring 
applications. The proposed model consists of data pre-
processing, CAC algorithm, and ANN-WOA. In data pre-
processing, researchers have improved the quality of raw 
electricity logs to improve the forecasting reliability and 
efficiency. In the CAC approach, researchers have addressed 
the limitations of existing clustering mechanisms by forming 
the groups according to the context information of the dataset. 
The outcome of the CAC approach is the predictive feature 
vector with its predictive labels. Finally, researchers have 
designed the WOA-based ANN predictive model for accurate 
prediction accuracy and reduced MSE. The experimental 
results revealed that the proposed CAC-WOA model has 
reduced the MSE rate by 35 % compared to conventional 
techniques. Apart from this, the overall forecasting accuracy, 
precision, and recall rate performances are improved by 7.5 %, 
8.9 %, and 8.69 % respectively compared to recent solutions. 
Investigating the CAC-WOA approach using the dataset of 
different dimensions and scales will be the first future work. 
Secondly, improving the CAC-WOA approach by using other 
optimization techniques for CAC is another interesting future 
direction. 
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