
Statistical analysis and optimization for
experimental model of output temperature a helical
heat exchanger emerging in a cylindrical tank using
the response surface method
N. Toujani  (  toujeninoureddine@gmail.com )

Tunis El Manar University
B. Saleh 

Taif University
Nahla BOUAZIZ 

Tunis El Manar University

Research Article

Keywords: Helical exchanger, Mathematical modeling, Experimental design, Effects parametric

Posted Date: September 2nd, 2022

DOI: https://doi.org/10.21203/rs.3.rs-1975821/v1

License:   This work is licensed under a Creative Commons Attribution 4.0 International License.  
Read Full License

https://doi.org/10.21203/rs.3.rs-1975821/v1
mailto:toujeninoureddine@gmail.com
https://doi.org/10.21203/rs.3.rs-1975821/v1
https://creativecommons.org/licenses/by/4.0/


1 

 

Statistical analysis and optimization for experimental model of output temperature a helical 

heat exchanger emerging in a cylindrical tank using the response surface method 

 

N. Toujani1*, B. Saleh2,  Nahla BOUAZIZ1 

1 Tunis El Manar University, National School of Engineers (ENIT) of Tunis, Energy Research and 

Environment Unit, , BP 37, Le Belvédère1002 Tunis, Tunisia 

2 Mechanical Engineering Department, College of Engineering, Taif University, P.O. Box 11099, Taif 21944, 

Saudi Arabia 

* Corresponding author Email: toujeninoureddine@gmail.com 

 

 

Abstract 

In this study, the performance of the helical coil heat exchanger is experimentally tested. The results 

are statistically analyzed using the response surface methodology (RSM) to optimize the heat 

exchanger response under various parameters. The helical coil outlet temperature is measured as the 

heat exchanger response. The considered parameters, affecting the performance, are the inlet 

temperature and pressure to the helical coil in addition to the water bath temperature surrounding the 

coil. Also, the mutual interactions between these parameters and their influences on the response of 

the helical coil are evaluated. This study is carried out in two parts, the first part is devoted to perform 

the experimental tests, and the second part deals statistically with the modelling and optimization of 

these results. Design of experiments (DOE) is provided according to the full factorial design method. 

Three parameters with three levels lead to performing 27 experimental runs. Finally, the results are 

modelled by the RSM method, and the adequacy of the model is verified by ANOVA analysis. The 

analysis of each parameter effect was performed to identify and rank various critical parameters 

relative to their order of importance. A complete RSM statistical model with a full factorial design is 

established. The results show that the statistical model equation has an accuracy of more than 98% to 

predict the output response of the heat exchanger. The inlet temperature has a dominant effect on the 

response by 30%. The mutual combination between the investigated parameters shows that the most 

important correlation is between the inlet temperature and pressure. The developed model enables the 

optimization of the outlet temperature response without referring to the physical and thermal 

properties of the used fluid. 
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Abbreviations Symbols 

CCF: Centered Composite Face                          D: Diameter of turn of the exchanger 
CED :Complete experimental design d: Diameter of exchanger tube 
DOE: Design of Experiments E: Tube thickness of the helical exchanger 
DW: Durbin-Watson Ns: Number of turns of the helical exchanger 
GSHP: Ground source heat pump 𝑝1: Pressure 
Hmp: Total head of the pump Pu: Electric power of the pump 
IEA: International Energy Agency 𝑇𝑎: Ambient temperature 
MAE: Mean absolute error 𝑇ℎ: Temperature of the water tank 
PCM: Phase Change Materials 𝑇𝑖: Helical tube inlet temperature 
RSM: Response Surface Methodology 𝑇𝑜: Helical tube outlet temperature 
TES: Thermal energy storage V: Tank volume 
 

1. Introduction  

According to the International Energy Agency (IEA), solar power becomes one of the fastest-

growing sources of energy in the future. The solar energy growth rate could reach more than 12% 

(IEA, 2010) [1]. Today, several countries decided to put political strategies in the utilization of 

renewable resources. Accordingly, several studies were conducted all over the world, America [2], 

Africa [3, 4], Asia [5, 6], whose goals are to find the energy potential and to select the political 

strategies to enhance the benefit from the solar energy potential. In Europe 2014 [7], a target was set 

to increasing the energy efficiency by 20 % and 30% by 2020 and 2030 respectively. In fact, 

researches are devoted to technologies that can be utilized to alleviate global warming and decrease 

emissions of CO2 [8]. On the other hand, there is a shortage in energy facing the world and 

representing obstacles in all fields [9, 10]. Consequently, the world faces two energy challenges; 

increasing production to meet the requirements and reducing emissions from industrial plants. So, the 

usage of renewable energy becomes a political duty and not just a strategic choice to solve energy 

problems. Amongst the renewable resources, solar energy comes in the lead; Sunil Kumar and 

Sharma [11] published a comprehensive review on the solar energy analyses. They showed several 

solar energy systems utilized in refrigeration [12], air conditioning [13, 14], water heating [15], 

cooking [16], and drying [17, 18]. These systems are activated by solar photovoltaic panels [19] or 

solar thermal energy collectors [20-22]. 

Heat exchange represents the core of constructing a system to use solar energy and other 

variety of renewable energy sources such as geothermal energy, which initiates the necessities to 

design an efficient heat exchanger. The vertical helical exchanger is used mainly in the solar field to 

heat the water in a storage tank and in geothermal energy to recover the underground thermal energy. 

The helical tube type occupies less area, supports a very long pipe length with maximum performance 

in cold regions [23-27]. While the U-tube type may be selected due to its ease of installation regardless 

https://en.wikipedia.org/wiki/Ground_source_heat_pump
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of the size limitations and the high cost compared to the helical type [24]. Based on the stated 

advantages, the helical tube type is the subject of this study. 

Several researches were carried out on the vertical helical exchanger performance 

experimentally and mathematically. In the geothermal application, Carotenuto et al. and others [25-

27] studied numerically the heat transfer through the U-tube, Double U-tubes, Triple U-tubes, and 

helical coil using a mixed 1D-3D approach. Zhou et al. [28] and Li et al. [29] investigated the effect 

of Reynolds number on the performance of the U tube exchanger. The results showed that the 

recommended Reynolds number found for a U tube exchanger operated in geothermal is in the range 

of 12000 to 21000. 

The numerical models are developed to simulate the geothermal U tube exchanger. Bauer et 

al. [30] developed a 2D finite-difference model to study the thermal resistance and capacity of 

borehole heat exchangers. While Al Khoury et al. [31, 32] introduced two finite element models to 

simulate the steady-state and transient performance of geothermal heating systems. He et al. [33] 

presented a 3D numerical model based on finite volume for circulating fluid in borehole heat 

exchangers. 

For the interest of simulation of phenomena of the vertical helical heat exchanger, exactly in 

the geothermal operation, Comsol [34] developed a finite element numerical model for the buried 

geothermal pipes. The model simulates the fluid circulation through the vertical-type helical heat 

exchangers. Florides and Kalogirou [35] reviewed the evolution and description of different types of 

ground heat exchangers and the models utilized in the literature to simulate the heat transfer process. 

Yang et al. [36] gave a review of the vertical Vertical-borehole ground-coupled heat pumps and the 

related simulation models for the vertical ground heat exchangers. A finite-difference model 

including phase change material was established to investigate the transient performance of solar-

assisted energy storage tanks [37]. 

Shirvan et al. [38-40] studied the effect of input parameters on the performance of the solar 

heat exchanger. They investigated numerically, with help of RMS, the effect of nanoparticle 

concentration effects on natural convection coefficient and entropy generation. Also, Shirvan et al. 

[41] performed a sensitivity analysis of the heat transfer effectiveness using Al2O3 nanoparticles and 

the results are analyzed using the Response Surface Methodology (RSM) method. The RSM is a 

decision technique that makes it possible to evaluate and validate such as design or the choice of 

operating parameters. The selection principles mainly occur in the choice of optimum objective 

functions based on evaluation functions at some different points in the design (Geometry and 

operating conditions). The use of structured optimization based on experimental design became 

essential in-process and structural engineering. Many thanks are devoted to its faster scripting and 

better programming routines provided by scalable capabilities. Also, the response methodology 
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surfaces are perfectly modeled by objective (the most common) polynomial functions which are 

adapted to assess the objective values in the design considered in space with finite geometries. This 

avoids performing unlimited tests to determine the optimal solution in all the surfaces representing 

the variation of physical factors controlling the structures and processes. 

Based on the literature, the multi-response optimization of helical coil type exchanger using 

RSM based on experimental test has not yet been considered. In this study, the multi-response 

optimization of heat transfer characteristics including the outlet temperature is performed by the RSM 

using the desirability function approach. Results based on experimental tests and statistically analyzed 

to optimize thermal performance using the RSM. In the following sections, the description of the 

experimental system and experience plan methodology, and multi-response optimization due to the 

exchanger are explained in detail. 

 

2. Method and study goals 

2.1. problematic  

The helical heat exchanger is frequently used in industrial applications to recover or transfer 

a quantity of heat at high or low temperatures. The process of heat transfer is generally done by 

convection where the conduction effect is too weak. One of the major applications in the market, the 

helical heat exchanger is used to transfer solar heat captured by a solar panel to the hot home water. 

The home sanitary water is circulated in a tank while the solar panel hot water is circulated in a helical 

exchanger immersed in this tank. Figure 1 shows an explanatory diagram of the circulation process 

in a helical heat exchanger which comprises a helical-shaped copper tube immersed in a cylindrical 

tank. 

 

. 

Fig. 1. Descriptive 3D of solar application of the helicoil exchanger. 
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Today, the industry is looking for the optimization of the operating parameters of this mode 

of application. The optimization technique requires careful tuning of a number of parameters in order 

to reach the optimum operating conditions of the exchanger which leads to improve the overall 

performance. But, before applying the optimization, it is essential to identify the influencing 

parameters and the desired performances. To facilitate the continuous improvement of the exchanger, 

it is necessary to implement a practical empirical model based on experimental tests which develop 

an analytical performance function related to the operating parameters and their degrees of effects. 

In the present study, the objective is to establish an experimental test rig to study the out-put 

temperature of a helical exchanger as a function of input parameters. The considered input parameters 

are inlet working pressure (the flow rate motivation), reservoir temperature, and inlet temperature at 

the coil tube exchanger. Consequently, the RSM is used to model and optimize the output temperature 

response surface according to the impact and interaction of these input parameters on the output 

temperature performance. 

 

2.2 Goals of the study  

The objectives of the present work are: 

 Realization of an experimental Test.  

 Statistical analysis of operative parameters and responses.  

 Modeling and analysis of the heat transfer characteristics of a helical exchanger, 

notably the output temperature, using a statistical model RSM with reference to three 

input design parameters namely the inlet temperature and the reservoir temperature, 

and the inlet working pressure. 

 Identification and classification of different critical parameters for heat transfer 

characteristics of the exchanger with respect to their order of importance utilizing 

sensitivity analysis. 

 Prediction of optimal temperature output and determination of optimal levels of input 

parameters using the multi-response optimization technique. 

 Response surface analysis and model validation. 

 

2.3 Methodology 

In order to achieve our desired objectives, a plan of synchronized and ordered processes for 

the present study is developed. Figure 2 displays the flowchart that describes the study phases with 

their method and sequence. 
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Fig. 2. Process and methodology. 

 

In this study, special attention is given to optimizing the output temperature. The optimization 

of the helical coil is done with the help of experimental data. Figure 3 illustrates the detailed 

information on the geometrical shape of the exchanger coil. All dimensions of the exchanger section 

are listed in Table 1. 
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Fig. 3. Shape and geometrical dimensions of the exchanger. 

 

Table 1. Experimental parameters and geometric characteristics of the exchanger. 

Experimental parameter of the exchanger 

General parametric Specific parametric 

Parameter Symbol quality parameter Symbol Quality 

Turns number 𝑁𝑠 10 Hot temp. of the water tank 𝑇ℎ 40-60 °C 

Pitch 𝑃 25 mm Tank volume 𝑉 10 l 

Material  Copper Diameter of turns 𝐷 200 mm 

Thickness 𝐸 1 mm Inlet water temperature 𝑇𝑖 15-25 °C 

Electric power of the pump 𝑃𝑢 0.5 kw  

Maximum pump head 𝐻𝑚𝑝 40 m 

Ambient temperature 𝑇𝑎 13 °C 

 

3. Test rig description 

Figure 4 displays a photograph of the implemented test rig equipped with the basic 

components. The flow circuit diagram of the test rig and the installed transducers are shown in Fig. 

5. The working principle is described as follows: The main pump draws the liquid water from the 

main tank at atmospheric pressure and discharges it at the exit pressure. Then, the water passes 

through an insulated copper pipe to a manually adjustable expansion valve to set the desired pressure. 

Once the pressure is set and its value is displayed by the manometer, the water passes into the helical 



8 

 

coil immersed in a water tank which representing together the helical heat exchanger. The helical heat 

exchanger has an electrical resistance used to heat the water in the tank to the required Th. Varying 

and controlling the hot temperature to the required value are attained by the potentiometer mounted 

in the test rig board and the probe immersed in the hot water bath. After going through the helical 

exchanger, the water outlet temperature from the coil is raised and then required to be cooled before 

returning to the main tank. A cross-current air exchanger is integrated to cool it down. This exchanger 

consists of a bank of tubes mounted in a rectangular shape where the water exit from the exchanger 

will be circulated in these tubes to cool down to room temperature. The required cooling air is 

delivered by a fan equipped with a speed controller to properly cool the variable outlet temperature 

from the exchanger to room temperature. For any circumstances, a supplementary exchanger tank is 

used to guarantee that the exit temperature from the air exchanger reaches the ambient condition 

before discharging into the main tank. The flow and electric components allow the appropriate choice 

of the required inlet parameters to have steady-state correct system operation. Finally, the water goes 

to the main tank at ambient temperature to redistribute it. 

 

 

Fig. 4. Experimental test rig. 
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Fig. 5. Hydraulic circuit diagram of the experimental test rig. 

 

To ensure a proper operation, the test rig is equipped with: (i) An anti-return valve mounted 

just above the tank to ensure water flow direction, (ii) One meter to measure pressure, and (iii) Four 

measurement points linked to a thermocouple are used to measure and control the temperature. 

 

4. The response surface model and experimental test execution 

4.1. Approach and concept of RSM 

The conventional methods for optimization, such as computational fluid dynamics CFD, 

address one factor at a time, consume a lot of time, and cannot evaluate the response due to the 

interaction effect of two or more variables. While the RSM can predict the relationship of the effects 

and interactions of different input parameters on a set of response variables with the smallest number 

of experiments and in less running cost. The RSM is a frequent optimization method used in the 

industry for modeling and analyzing engineering problems. This technique is based essentially on 

mathematical and statistical concepts that can be applied to the data obtained from the process. 

Several input variables (independent variables) potentially affect the desired output 

performance or quality (dependent variable) of the product or process. This output performance or 
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quality is known as the response. Normally, the relationship that describes both the individual and 

the interaction effects of the independent variables on the response is unknown. The RSM can be 

used to establish the approximate mathematical function that describes properly the relationship 

between the independent variables and the process response. Figure 6 displays the inputs and the 

outputs of the RSM method in a simple flowchart. 

 

 

Fig. 6. Inputs - Outputs of the RSM method. 

 

To analyze, predict, and optimize the process, the commonly used method by researchers is 

the mathematical modeling based on RSM with selecting one of the designs of the experiment (DOE) 

plans aiming to evaluate the effects and interaction of variables on the process output response [42-

45]. The RSM is a global optimization algorithm that includes a set of techniques, namely, DOE, 

regression analysis, and validity of data by analysis of variance (ANOVA). The DOE is a tool that 

can be used to specify the minimum number of experiments to scan the effects of the independent 

variables and their interactions on the process output response. The Regression analysis is a statistical 

method to generate the relationship between dependent and independent variables and examine the 

impact of variables on the output response. The Analysis of Variance (ANOVA) is a statistical 

method that checked the adequacy of the fitted model using F-test which indicates if your linear 

regression model provides a better fit to the data than a null hypothesis that contains no independent 

variables. A common method for testing the significance of a response surface model is the adjusted 

coefficient of determination )R2adj(. It is suggested that, when R2adj is more than 0.9, the output 

values are accurately predicted by the response surface model. 

 

 

 

RSM 

Variables 

Response 

Interactions and 

effects 

Analytical model 

Optimum result  



11 

 

4.2. Experiment design and factor levels 

 Mathematical rules and a rigorous approach of the experiment design are set to obtain the 

maximum of information with the minimum of experiment runs. There are many types adapted to fit 

all encountered experimental cases such as general full factorial, fractional factorial, Central 

Composite Designs, Box-Behnken, Taguchi, etc. The use of the RSM with the application of the 

general full factorial design provides a large amount of information on modeling and optimization of 

the process. The fundamental principles of this art will be indicated later. The design of experiments 

is based on two essential domains, one is the experimental space identified by the factor level values 

and the other is the mathematical modeling of these values. 

 Full factorial designs are the first test planning tools that were developed in the early 20th 

century. They are the only methods able to consider all the input factors interactions, and 

consequently, avoid the misleading of any combination that may affect the output response. Also, 

they are the most technically simple; well suited to the introduction of methodological elements; and 

they are often used due to their precision. Table 2 shows the values of three encoding levels (low (-

1), center (0), and high (1)) for each independent factor which delivered to STAT-GRAPHICS 

software. For more precision and more confidence in results, the general full factorial is adapted for 

the present work. 

 

Table 2. Coding of study parameters. 

Parametric Notation Code levels 

(-1) (0) (1) 

pressure (bar) 𝑝1 𝑝1 0.5 1 1.5 

Inlet temperature(°C) 𝑇𝑖 𝑇𝑖  15 20 25 

Temperature of the water tank (°C) 𝑇ℎ 𝑇ℎ  40 50 60 

 

4.3 Experimental tests and execution 

The working conditions during the execution of the tests are as follows: Ambient temperature is 15 

°C; humidity is 65 %, the attitude is 627 m, working fluid is water, and the time between two tests is 

50 min. For full factorial, the number of tests required for n factors with k levels is k^n trails. In the 

present study, 3 factors with a 3-level full factorial design require 27 trials. Concerning the recorded 

measurements for each experiment, each trail has been repeated five times at the same working 

condition, afterward, the average 𝑇𝑜 is recorded to ensure the accuracy and confidence of this output 

response of the system. Table 3 shows the complete full factorial trails with their experimental output 

temperatures. 
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Table 3. Table of complete design of experiment with response temperatures. 

Trial 𝑝1 𝑇ℎ 𝑇𝑖 𝑇𝑜 

1 -1 -1 -1 21.4 

2 0 -1 -1 20.2 

3 1 -1 -1 19.9 

4 -1 0 -1 26.5 

5 0 0 -1 24.1 

6 1 0 -1 22.6 

7 -1 1 -1 29.4 

8 0 1 -1 26.9 

9 1 1 -1 25.3 

10 -1 -1 0 26.6 

11 0 -1 0 25.2 

12 1 -1 0 24.9 

13 -1 0 0 29.4 

14 0 0 0 27.5 

15 1 0 0 25.6 

16 -1 1 0 33.2 

17 0 1 0 30 

18 1 1 0 28.5 

19 -1 -1 1 30.1 

20 0 -1 1 29.4 

21 1 -1 1 28.8 

22 -1 0 1 34.8 

23 0 0 1 32 

24 1 0 1 30.6 

25 -1 1 1 37.2 

26 0 1 1 32.3 

27 1 1 1 30.2 

 

5. Result and discussion   

Experimental results for the output temperature were assessed using Statgraphics Centurion 

statistical analysis software following the full factorial scheme in the RSM to estimate the impact of 

the input factors on the exit temperature. The following subsections discuss the effects of the factors 

and their combination on the evolution of the exit temperature from the heat exchanger coil immersed 

in a cylindrical tank of water. Empirical models of the optimization and the response surfaces will be 

presented and interpreted. 
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Each regression method has some assumptions that must be verified to ensure the applicability 

of them to be supposed in the case study. The assumptions of the ordinary least squares regression 

model are:  

• The model should be linear. 

• The data should be randomly sampled. 

• Explanatory variables should not be collinear. 

• The explanatory variables must present a negligible measurement error. 

• The expected sum of residuals is zero. 

• The variance of the residuals is homogeneous. 

• Residuals are distributed normally. 

• Adjacent residuals must not show auto-correlation. 

 

5. 1. The multiple regression method 

The regression analysis investigates the relationship between the quantitative output response and 

one or more independent (explanatory) variables and named simple or multiple regression 

respectively. First-order, quadratic and even cubic interpolations can be adopted to model the physical 

phenomenon of a given application. The model order is identified to reflect how accurately the model 

equation fits the data and predicts the output response. The adequacy of the fitted model is checked 

by ANOVA using Fisher F-test. There are two hypotheses namely the null hypothesis where all the 

model coefficients equal zero and the alternative hypotheses where at least one coefficient is not zero. 

Comparing the value of 𝐹calculated with 𝐹critical  obtained from the tables according to the significance 

level value(𝛼). If 𝐹calculated > 𝐹critical , the null hypothesis is rejected. The existence of 𝛽 coefficient 

of the alternative hypnosis is considered base on the Probability plot (𝑃 − value) which shows that 

the variable has a correlation with the dependent variable or can be excluded. Consequently, modeling 

of the response surfaces by general quadratic polynomial approximation will be written as: 𝑦̂ = 𝛽0 + ∑ 𝛽𝑖𝑥𝑖 + ∑ 𝛽𝑖𝑗𝑥𝑖𝑥𝑗 + ∑ 𝛽𝑖𝑖𝑥𝑖2𝑛𝑖=1𝑛𝑖<𝑗𝑛𝑖=1                                                                               (1) 

where 𝑦̂  is the response function where the difference between the measured data ( 𝑦) and the 

predicted response (𝑦̂) is the regression equation error(𝜀), 𝑥𝑖 , 𝑥𝑗 are the adjustable independent 

factors of the process to be modeled, n is the number of factors, the polynomial coefficients are 𝛽0, 𝛽𝑖, 𝛽𝑖𝑖, and 𝛽𝑖𝑗 epresenting the y-intercept, the coefficients of linear terms, the coefficients of 

quadratic terms, and the coefficients of interaction terms, respectively.  
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5. 2. The Validity of the model and confirmation analysis 

The adequacy of the regression equation represents a crucial role in optimization analysis. All 

models include some margin of error, but the well posed statistics can identify the degree of suitability 

of the model and the adjustments that need to be made. The exploratory analysis uses a set of visual 

and statistical techniques to analyze the data model. During exploratory analysis, the ordinary least 

squares regression is tested and the effectiveness of the different explanatory variables are compared. 

The following diagrams and statistics can be used for exploratory analysis: Fisher F-test, Regression 

equation and forecast of new observations, Coefficient of determination, R2 and R2 adjusted, Pareto 

chart, Standard residual error, and Normal probability diagram  

The final ANOVA factorial experiment is shown in Table 5. Actually selected regression method, 

there are 9 source terms in the model equation representing 𝑥𝑖, 𝑥𝑖𝑥𝑗 , and 𝑥𝑖2. The variability of 𝑇𝑠 

for only significant estimate effects and interactions are presented in table 5. The excluding principle 

of insignificant source terms will be shown later using Pareto chart. The F-ratio is the ratio of the 

mean square of regression residual (MSregression) over mean square of total error (MStotal error). The F 

statistic is a universal statistic returned by an F test, which shows the forecasting capacity of the 

regression model by finding if all the regression coefficients of the model are significantly different 

from zero. The F test analyzes the combined effect of the explanatory variables, rather than testing 

them individually. The F statistic is associated with a P-value, which shows the probability that the 

relationships in the data are the result of chance. Since P-values are based on probabilities, the values 

are given on a scale from 0.0 to 1.0. A low P-value, typically 0.05 or less, is required to determine 

that the model relationships are not accidental and to rule out the hypothesis nothing. In another word, 

the probability that the model relationships are the result of chance is 5% or the confidence that the 

model relationships are real is 95%. 

From the critical F-distribution table, the 𝐹critical = 4.3512 at source degree of freedom DF = 1 

and total error degree of freedom DF = 20. As shown in Table 4, the condition 𝐹calculated > 𝐹critical is 

satisfied for the six significant source terms in the regression equation. Also, the significance of each 

source is tested by comparing the calculated probability P-value with the significance level of 0.05 at 

the 95.0% confidence level. In this case, six terms have P-values less than 0.05, which confirms the 

rejection of null hypnosis and shows that they are significantly altered from zero.  

 

Table 4. Estimate effects and interactions. 

Source 
Sum of 

squares 
DF Mean Square F-ratio P-value 

A: 𝑝1 57.6022 1 57.6022 151.77 0.0000 
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B: 𝑇ℎ 120.125 1 120.125 316.51 0.0000 

C: 𝑇𝑖 265.267 1 256.267 698.94 0.0000 

AA 1.77852 1 1.77852 4.69 0.0427 

BB 10.6408 1 10.6408 28.04 0.0000 

BC 6.3075 1 6.3075 16.62 0.0006 

Total error 7.59065 20 0.379528   

Total error (corr.) 469.312 26    

R squared = 98.3826% 

R-squared (adjusted of  d.f.) = 97.8974 % 

 

The coefficient of determination, symbolized by R2, measures how the regression equation 

predicted the variability in the actual data points. The R2 value is a number between 0 and 1. A value 

R2 equal to 1 indicates a perfect model, which is highly improbable in real situations, demonstrated 

the complexity of the interactions between different factors and the unknown variables. While the 

value of 0 indicates that none of the variability in the data can be explained by the predicted model. 

As the R2 value approaches 1, this indicated that the predicted model has greater accuracy and 

describes all of the variability in the data. It should therefore strive to create a regression model with 

the highest R2 value as possible, while accepting that this value is not equal to 1. 

When performing a regression analysis, the attention is devoted toward create a pure 

regression model whose value R2 is acceptable by adding explanatory variables that trigger a better 

match. The adjusted R2 reveals the percentage of variation explained by the independent variables 

that significantly affected the dependent variable. Also, its value is between 0 and 1. The adjusted R2 

value should be used for models that use many explanatory variables or to compare models with 

different numbers of explanatory variables. 

The R-squared statistic indicates that the adjusted model explains 98.3826% of the variation 

of 𝑇𝑜. This means that more than 98% of the data fit the regression model. The adjusted R-squared 

statistic, which is more relevant for comparing models with different numbers of autonomous 

variables, is 97.8974%. This percent shows the degree of good fitness between well the multiple 

regression equation and the experimental data. The regular error of the assessment shows that the 

standard deviation of the residues is 0.616058. 

The Durbin-Watson test measures the autocorrelation of the residuals in the regression model. 

The Durbin-Watson test uses a scale of 0 to 4. The interpretation of the scale is divided into three 

parts. First, the values between 0 and less than 2 indicate a positive auto-correlation, the second the 

value of 2 indicate the absence of auto-correlation, while the values between 2 and 4 indicate a 

negative correlation auto-correlation. Therefore, values close to 2 are necessary to satisfy the 

assumption that there is no autocorrelation of the residuals. In general, values between 1.5 and 2.5 
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are considered acceptable, while values less than 1.5 or greater than 2.5 indicate that the model does 

not meet the non-correlation assumption. 

The mean absolute error (MAE) of 0.444239 is the mean value of the residues. The Durbin-

Watson (DW) statistic tests the residuals to determine if there is a significant auto-correlation based 

on the order in which they appear in the data file. The calculated DW value is 1.5948344 which is 

bigger than 1.5. This result concludes that there is probably no serious autocorrelation in the solutions. 

The following statistical outputs are utilized to find relevance for the confirmation analysis: Statistic 

F and its associated P-value, Statistics t and their associated P-values, and Confidence Intervals. 

In screening assays, all the effects of factors (first and quadratic) and all possible interactions 

are considered into account as shown in the Pareto result graph of Fig. 7a. The results show that the 

interactions AA, AB, and BC above the Pareto threshold represented by the blue line are significant. 

Accordingly, we proceed by relaunching the analysis of the variance (ANOVA) by eliminating the 

interactions BB, AC, and CC which have non-significant effects on the output response. The 

dedicated result of this new ANOVA analysis via the Statgraphics Software is displayed in Fig. 7b. 

The predicted model, shown in Fig. 7b, is readjusted to only contain the effects of the significant 

independent variables which minimizing the residual and the error of the model response 𝑇𝑜. The 

Pareto diagrams (raw and optimized) reveal that the inlet temperature has the primordial and major 

effect on the evolution of the temperature 𝑇𝑜 with an approximate rate of 28%. Furthermore, the hot 

path temperature has an effect of 20% and the actuating pressure has an effective rate of 14%.  

 

Fig. 7. Pareto chart for To, (a) Pareto raw and unoptimized, and (b) optimized Pareto. 

 

This standardized effect of the optimized Pareto variables is confirmed in Figs. 8 and 9 by 

plotting the response To against these variables and their significant interactions. Figure 8 reveals 

the major effect of inlet temperature 𝑇𝑖 on To. The range of 𝑇𝑖 from -1 to +1 exhibits a large range of 

variation of 𝑇𝑜 from 23 °C to 32 °C compared with the other two factors that have a range of variation 
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of 𝑇𝑜 from 25 °C to 29 °C. Moreover, the range of variation of To with the interaction between these 

factors is shown in Fig. 9. The four interaction curves do not have a secant and close to the limit, it 

is observed that the A-B interference is closer to B-C. This leads to the conclusion that the effects of 

the variables themself are more significant than their interaction effects and that the A-B interaction 

is more significant than B-C. 

 

 

Fig. 8. Effects parametrics. 

 

Fig. 9. Interaction plot for To. 

 

In a regression analysis, the residuals are correspond to the difference between the 

experimental and the model predicted values. The points located above the regression curve have a 

positive residual value while the points located below the regression curve have a negative residual 

value. Therefore, the accepted regression curve should lie along with the mid-range of these data 

points, and consequently, the sum of the residuals must be zero with the same variance for all 
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residuals. This hypothesis can be tested utilizing a point cloud of residuals (y-axis) and estimated 

values (x-axis). The point cloud generated should be displayed as a horizontal band of points plotted 

randomly across the entire plot. 

Figure 10 illustrates the normal probability plot of the residual. It is perceived that the 

measured points follow the theoretical line of the model which is almost passing through halfway. 

Thus, it can be concluded that the residual values verify the normal distribution assumption and the 

suitability of fitting both ANOVA and regression model. Therefore, the model can be adapted and 

applied along with the range of studies with a good resolution. 

 

 

Fig. 10. Normal probability plot for residuals. 

 

The considered three factors to lead the experiments of the exit temperature of the helical 

exchanger are (i) Internal tank temperature, (ii) Temperature inlet tube of the exchanger, and (iii) 

Pressure inside the tube. The proposed quadratic modeling function offers the possibility of predicting 

the optimal solution in the experiment space limited by the low and high levels of each input factor. 

The development sequence makes it possible to minimize the error by the method of least squares 

(R-Square). The model development tries to minimize the squared error deduced from the least-

squares calculations of the estimated results concerning the numerical simulation results and/or the 

experimental observations. The minimization of the quadratic error requires the derivation of the 

quadratic error function which will lead to the identification of all factors αi, αii, αij of the equation. 

The output response data is regressively adjusted by RSM to a first, second or nth -order model, 

and the coefficients involved (𝛽) are determined. Model validation is done by statistical analysis of 

the fitting accuracy using the least-squares technique, along with the Analysis of Variance (ANOVA) 
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to check the quality of the developed model. Following this sequence, the model expression is stated 

by the following equation: 𝑇𝑜 = 27.5111 − 1.788 × 𝑃1   + 2.583 × 𝑇ℎ + 3.838 × 𝑇𝑖    + 0.544 × 𝑃12 − 0.941 × 𝑃1 × 𝑇ℎ −0.725 × 𝑇ℎ × 𝑇𝑖                                                                        (2) 

This second-degree polynomial aligns with the results of the Pareto and the effect of 

independent variables and their significant interaction are shown in Figs. 7, 8, and 9. The polynomial 

shows that the change in inlet temperature 𝑇𝑖 has a major change in response due to the largest 

coefficient value of 3.838. Also, only one interaction is observed between 𝑇ℎ and 𝑇𝑖 as previously 

justified in Fig. 7. It is also mentioned that the only second order factor is the pressure which 

supported by the curve plotted in Fig. 8, while the two factors 𝑇ℎ and 𝑇𝑖 have a linear effect on the 

output response. Thus, the signs of the coefficients indicated in the model designate the sign of the 

effect. The coefficients of 𝑇ℎ and 𝑇𝑖 have positive signs indicating that the evolution of 𝑇𝑜 is 

proportional to 𝑇ℎ and 𝑇𝑖. Although the pressure has negative and positive signs, the evolution of 𝑇𝑜 

is affected inversely by increasing the inlet 𝑃1. Increasing the inlet 𝑃1 means more mass flow rate 

through the coil and in turn decrease in outlet temperature. Concerning the 3D surfaces of the sprains 

of 𝑇𝑜, three configurations have been implanted to define the evolution of 𝑇𝑜 with the low level of the 

three independent variables. Also, three 2-D contour plots are generated for 𝑇𝑜 at the low, center, and 

high levels of inlet temperature 𝑇𝑖. 
Figures 11 a-f provide detail about 2D and 3D surfaces of 𝑇𝑜 evolution for the study range of 

the independent variables. The shape of the curves are continuous linear along the axis 𝑇ℎ and 𝑇𝑖 and 

parabolic along the axis 𝑃1. These figures show the significant and major effect of 𝑇𝑖 as well as the 

operating parameters specification to get a desired 𝑇𝑜 value. Figure 11 illustrates the different 

surfaces of the responses; these surfaces specify the magnitude of the three study factors to get a 

certain response 𝑇𝑜 value. Since our model is linear, the optimal value of 𝑇𝑜 is reached when the two 

temperatures 𝑇𝑖 and  𝑇ℎ are maximized and the pressure 𝑃1 is minimized. As shown in Table 5, the 

optimum value is found to be 36.6074 °C. 

Table 5. Optimal values. 

Goal : maximise 𝑇𝑜 

Factor Low High Optimum 𝑝1 0.5 1.5 0.5 𝑇ℎ 40 60 60 𝑇𝑖 15 25 25 

Optimum value of 𝑇𝑜  :                            36.6074°C 
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(a) 

 
(d) 

 
(b) 

 
(e) 

 
(c) 

 
(f) 

Fig. 11. The 2D and 3D contour surfaces of the temperature response against the variation of P1, 

Th, and Ti. 

 

Conclusion 

In this study, the effect of three non-dimensional input parameters on the exit temperature of a helical 

heat exchanger is evaluated. The considered independent parameters are the coil inlet temperature, 

the hot path temperature outside the coil, and the pressure inlet the tube. The study is carried out in 

two parts, the first part is the execution of 27 experimental runs representing the DOE full factorial 

of the three parameters at three levels of magnitude. While the second part is the application of the 



21 

 

statistical model RSM verified by ANOVA analysis. The main study results can be interpreted and 

concluded as follows: 

- The predicted model describes more than 98% of the variability in the experimental data as 

indicated by the coefficient of determination.  

- The ANOVA test shows that the performed experimental runs are well verified and the experimental 

results of the outlet temperature are undergoing a normal law. The analysis also indicates that the 

express model has an accuracy of more than 97%. 

- In terms of effect and interaction, the major factor that has a significant impact on the outlet 

temperature is the temperature inlet to the exchanger tube, with an approximate rate of 30%. The 

effects of the inlet and hot bath temperatures are linear on the output response temperature while a 

quadratic effect for the actuating pressure has been observed. The mutual combination between the 

investigated parameters shows that there is no significant effect for the interaction term of inlet and 

hot bath temperatures while there is a strong correlation effect for the interaction of the inlet 

temperature and pressure.  

 Finally, the extracted equation for the output temperature of the heat exchanger is very 

important for the researchers and the manufacturers. It enables the calculation of the outlet 

temperature without reference to the physical and thermal properties of the used fluid. The equation 

has an accuracy that exceeds 97% and its configuration emphasizes the influencing degree of each 

factor on the temperature outlet. 
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