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Abstract
Using multiple General Circulation Models (GCMs) for impact assessment improves the credibility of an analysis and circumvents limit-based
uncertainties. Therefore, the selection of the most suitable models for regional/local studies is crucial prior to impact studies and forcing
hydrological models. This study included the selection of GCM models from 100 ensembles each for SSP4.5 and SSP8.5 scenarios from the
CMIP6 archive using advanced envelop-based selection approach for Northern Nigeria. We used (2021-2050) as the short-term and (2051-2080)
as the long-term periods. The approach found that, CanESM5 models are skilful in simulating the warm and wet season, HadGEM3-GC31-LL in
the warm and dry season, whereas MPI-ESM1-2-HR and MPI-ESM1-2-LR are skilful in the cold and dry season. We selected three skilled models
for each scenario and study period. The skilled models were downscaled for adequate futuristic representation of the temperature and
precipitation variables in the region. The downscaled variables predicted an increase in the future. Considering SSP4.5, the average annual
precipitation predicted a 13% and 20% increase for the short-term and long-term period respectively. Similarly, for SSP8.5, the predictions are
23% and 41% increment in short-term and long-term periods respectively. For temperature, considering SSP4.5, the average annual temperature
predicted an increase of 1.1 C and 2.5 C for short-term and long-term respectively. Similarly, an increment of 1.2 C and 2.7 C is expected for
SSP8.5 during the short-term and long-term respectively. The selection also suggests that the skilled model does not vary with climate scenario
and future periods.

Introduction
Scienti�c research concerning climate change has gain global attention in recent decades. Studies on future impact of climate change on the
environment and water resources is essential for proper management and planning of large catchment. As noted by (Kim et al., 2011), Clausius-
Clapeyron’s theory reveals that climate change will alter hydrological processes bringing about the likelihood of more frequent extreme events.
Likewise, changes in precipitation and modi�cation of hydrological process will in return in�uence agricultural production, water resources and
eco-hydrological systems (Li et al., 2009). However, in sub-Saharan Africa, few researchers have assessed the future impact of climate change
on the environment and available water resources (Jin et al., 2018). In Nigeria, climate change studies are very few due to data scarcity, poor
data collection, inaccessibility of data and deteriorated weather and hydrological stations. All these have been the barrier to accomplishing
simulation of hydrological regime in the entire river basins in the country (Aladejana et al., 2018; Umar et al., 2018). The Hadejia, Jama’are,
Sokoto Rima, Upper and Lower Benue, and Upper and Lower Niger River Basins Authorities are the major river basins in Northern Nigeria. These
basins are tapped for urban and rural water supply, industrial and agricultural purposes. In recent times, the basins have undergone extreme
hydrological changes leading to severe �oods, droughts and other hydrological catastrophes. Several studies revealed that the basins are
vulnerable to climate change (Adakayi, 2012; Sawa et al., 2015). It is therefore imperative to conduct GCMs appraisal prior to impact studies to
understand the likeliness that it will in�uence the hydrological regime of the region including quantity of fresh water, surface runoff, soil erosion
processes and precipitation pattern. On the other hand, agricultural water demands, rural, urban, and industrial water supply are on the rise due
to rapid population increase in the region. Thus, addressing this problem in connection with climate change variability and its impact for
sustainable water resources management requires a thorough understanding of the eco-hydrological system management based on predicted
climate (Li et al., 2016). 

Climate change impact studies are nearly impossible without the projection of future climate outputs from climate models (Lutz et al., 2016).
The General Circulation Models (GCMs) simulates numerous atmospheric properties thereby representing a wide range of climatic processes at
global scales. These climate processes are used for analyses such as future climate dynamics and changes in precipitation and temperature
patterns. Despite having numerous GCMs, the number of these climate models keep increasing. Large number of GCMs outputs are used in the
Intergovernmental Panel on Climate Change (IPCC) fourth, �fth, and sixth assessment reports. The Couple Model Intercomparison Project Phase
3 (CMIP3) archive (Meehl et al., 2007) contains different model output from 25 GCMs, while 61 different GCMs are present in the CMIP5 archive
(Taylor et al., 2012), whereas, CMIP6 archive (Eyring et al., 2016) contains more than 100 GCMs output. GCMs models included in the CMIP
often have multiple ensemble members, yielding an increasing number of model runs. 

There has been improvement over time in GCMs models projections. CMIP6 models output have better representation in physical processes and
spatial resolution and addresses various scienti�c gaps contained in previous CMIP. A major improvement include; uncertainties in scenarios
and earth system response to forcing (Eyring et al., 2016). Despite these improvements, uncertainties still remain large and even increases with
an increase in number of models available (Lutz et al., 2016). In view of the large number of climate models and computational constraints, the
utilization of climate models for impact studies is only limited to few models. However, many models/ensembles have a poor representation of
spatial  and temporal climate pattern of a region (Kaini et al., 2020). Hence they cannot perfectly simulate past and future climatic
characteristics of a local climate (Lee et al., 2019). Therefore, the selection of the best GCM output having the ability to represent past and
future climatic characteristics for a speci�c region is an important task before conducting climate change impact assessment. It is important to
note that, a single GCM cannot adequately represent the extreme of local climatic characteristics. (Kaini et al., 2020). Most often, multi-model
ensemble mean demonstrate better capabilities to represent characteristics of local climate for impact study. Despite the importance, the
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selection of the best models capable of simulating local climate is not straightforward and usually involves multiple criteria (Lutz et al., 2016).
Which are: 

1. Averaging some or all models with available data (e.g. Maghsood et al., 2019; Pierce et al., 2009; Seager et al., 2007; Zhang et al., 2019).
The major setback of this method is equal weighting of good performing and poor performing GCMs (Pierce et al., 2009).

2. Using past performance approach by considering the ability of GCMs to simulate the past and present observed data (e.g Biemans et al.,
2013; Pierce et al., 2009). In this method, there’s the possibility of a model to perform well in simulating past climate but fail in representing
the future climate equally well (Lutz et al., 2016).

3. The envelop approach, whereby GCMs are selected considering climatological variable of interest, such as mean air temperature, and
annual precipitation among others (e.g Sorg et al., 2014; Warszawski et al., 2014). The major setback of this approach is that it only
considers changes in annual means, also, model skill in simulating past climate are not considered, this gives rise to equal plausibility for
all participating models (Lutz et al., 2016). 

Lutz et al. (2016) recently developed a new method for the selection of representative climate models for the region of interest by combining the
envelop approach and the past performance approach. The approach made emphasis in determining skilled GCMs for representing important
climate futures such as means of temperature, annual precipitation, climate extreme, and past performance skills with respect to a reference
climate data. Models that perform better in simulating past and present climate �uxes are usually selected for impact studies. The combined
envelop and past performance approach still have some level of uncertainties. These uncertainties are related to the future pathway, as level of
emitted gases, such as Green House Gases (GHG) in the future pathway remains uncertain (Ometto et al., 2014). 

The grids size of GCM output are often coarse, their spatial resolution ranges from 100-500km grid size with temporal resolution of daily,
monthly or even higher. Hence, forcing hydrological models or conducting impact studies using raw GCMs data is often not possible due to their
coarse spatial resolution (Zollo et al., 2015). Hydrological simulation and climate change impact studies requires GCMs data at a �ne spatial
resolution. However, for suitability in climate change studies, GCMs are downscaled to �ner resolution lower than 100km grid size using either
statistical downscaling or through dynamic downscaling via Regional Climate Models (RCM). The downscaled output is then used to force
hydrological models for impact assessment. Consequently, policy makers for climate change adaptation strategies and regulations use these
assessments. 

An observed or reference dataset is necessary for adequate evaluation of GCM models in the advanced envelope approach, and the study area
is dearth of observed data. In recent studies, reanalysis models were found to be skilful in substituting observed datasets in a data scarce area.
Multiple reanalysis models can be evaluated using Taylor diagram to obtain a skilled model for impact studies. Taylor diagram is a useful tool
in evaluating the performance of climate models with respect to a reference dataset using the principle of cosine. Over the years, numerous
intercomparison studies have applied the two dimensional diagram for evaluating scalar quantities such as temperature and precipitation
(Jiang et al., 2015; Katragkou et al., 2015). The statistical matrices used for pattern comparison between observed and simulated in the Taylor
diagram include the Pearson coe�cient of correlation (CC), standard deviation (SD), and centred root-mean-squared error (RMSE). The CC
measures the degree of phase agreement while the RMSE measures the agreement in amplitude of two �elds. For a perfect simulation, RMSE
would be equal to zero, and both CC and SD approaches one. 

Previous studies conducted on climate change projection in Nigeria are based on few model runs and involve either statistical analysis,
machine learning, or random selection of GCMs. Shiru et al. (2020a; 2020b) used gain ratio, entropy gain and symmetrical uncertainty machine
learning processes to project the temperature and rainfall for Nigeria using CMIP5 models on different RCP scenarios. The study was conducted
with twenty GCMs and Climate Research Unit (CRU) dataset as reference data. The analysis reveals that HadGEM2-ES, CESM1-CAM5, CSIRO-
MK3-6-0, and MRI-CGCM3 have better skills in replicating temperature and rainfall characteristics in Nigeria. Other studies, Ndulue and
Mbajiorgu (2019) randomly selected CSIRO-MK3-6-0 model to predict the impact of climate change on sediment and land use change on
stream�ow in an agricultural watershed in Upper Ebonyi River in Nigeria. Amodu and Ejieji (2017) evaluated twenty GCMs in the CMIP3 archive
using observed data from Kano, Katsina, Sokoto, and Maiduguri States in Nigeria. They evaluated the GCMs by comparing the monthly values
of temperature and precipitation in the sudan-sahel region of Nigeria using coe�cient of correlation (r), mean absolute error (MAE), and root
mean square error (RMSE) as metrics for the ranking of the most suitable GCMs. From the previous studies, none used the CMIP6 GCM output
and the modi�ed global warming scenarios. Furthermore, the studies did not consider climate extremes and past performance skills in
simulating temperature and rainfall characteristics. In addition, only single model run was used, as multi-model runs exist for many GCMs.
Finally, Nigeria consist of different climatic zones, averaging the predictability of seasonal, annual, and decadal climate behaviour of the entire
country yields inadequacies in climate data prediction (Lutz et al., 2016).

Here, we used gridded dataset in a data scarce homogenous northern Nigeria region to determine the appropriate GCM output that have good
skill in representing the temperature and rainfall characteristics as well as climate extremes using different global warming scenarios in short-
term and long-term periods of the study area. Such analysis provides a better understanding in selecting GCMs for impact studies on the
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hydrological regime. The main aim of this paper is to: (a) To evaluate reanalysis models that can substitute the observed dataset, (b) Select
representative GCMs for the study area, and (c) develop high-resolution downscaled GCM output for the study area. We �rst evaluate reanalysis
models and determine the best reanalysis model that can substitute observed dataset in the data scarce region. Then, with respect to the
reference dataset, we selected skilled CMIP6 GCMs from pool of 100 model runs each of SSp4.5 and SSP8.5, which is the novelty of this
research. Finally, we present the downscaled GCMs representing the study area for the two future periods.  The study addresses the dearth in
research �ndings due to poor observed data and provides insight in conducting impact studies.         

2.1 Study Area and Data Description

The study is illustrated for an area comprising of Sokoto-Rima, Hadejia_Jama’are, Lower and Upper Niger, Lower and Upper Benue, River Basins
(Figure 1). The area constitutes the two largest rivers in Nigeria (River Niger and Benue), and it is regarded as the agricultural hub of the country
with catchment area of about 606,335Km2. While evidence of climate change is pronounced in the region, there is scarcity of climate change
research articles for the basins. More than 120 million people are utilizing the available water resources for agriculture, industrial, and domestic
purposes. The result of this study will be vital in assessing future changes in climate and for forcing hydrological models for optimal
management of water resources. 

Historical reference datasets are necessary for the evaluation of GCM models in simulating the daily, monthly and annual cycle of air
temperature and precipitation. We used three reanalysis datasets: NCEP/NCAR Reanalysis 1 (NCEP-1, Kalnay et al., 1996), NCEP-DOE
Reanalysis 2 (NCEP-DOE, Kanamitsu et al., 2002), and ERA-5 (Hersbach et al., 2020; Hersbach & Dee, 2016). The reanalysis datasets were
evaluated with observed data using Tailor diagram (Taylor, 2001) from 1981-2010 after remapping to a common grid. 

A number of radiative forcing scenarios drive the CMIP6 climate models from multiple socioeconomic assumption in the form of “Shared
Socioeconomic Pathways” (SSPs) (O'Neill et al., 2016). For this study, we selected a set of tier 1 scenarios to provide a range of projection
towards the end-of-century. Two radiative forcing levels adopted are the “middle of the road” (SSP2-4.5) and “worst case scenario” (SSP5-8.5)
referred herein as SSP4.5 and SSP8.5, respectively. As a criterion for model selection, models run must have output data from the paired forcing,
and having daily and monthly data values extending to 2100. These criteria yielded a pool of 200 (100 ensemble each for SSP4.5 and 8.5)
models runs from 20 GCMs and were categorised as short-term (2021-2050) and long-term (2051-2080) periods. We downloaded climate
models from the World Climate Research programme (WCRP) database at (https://esgf-node.llnl.gov/projects/cmip6/) in September 2020. We
processed the climate data and calculate climate extremes as de�ned by the Expert Team on Climate Change Detection and Indices (ETCCDI)
using the Climate Data Operators (CDO-version 1.9.9), developed by the Max Planck Institute for Meteorology (Schulzweida, 2020). Climate
Data Operators (CDO) is a collection of command line operators for analysing and processing climate models data. It has more than 600
operators available and support GRIB1/2, netCDF3/4, IEG, EXTRA, and SERVICE data formats.   

Methods

3.1 Evaluation of reference data set
Taylor diagram (Taylor, 2001) shows how well pattern resembles between simulated and observed climate variables. The correlation coe�cient
(CC), centred root-mean-square error (RMSE), and the standard deviation (SD) are the statistical metrics used for evaluation in the Taylor
diagram. In-depth information on Taylor diagram is described in (Taylor, 2001; Taylor, 2005). We selected reanalysis models with available daily
and monthly output for the study area. The temperature and precipitation variables of NCEP-DOE, ERA5, and NCEP-1 reanalysis models were
evaluated using observed data from the Nigerian meteorological Agency (NiMet). NiMet stations are dispersed, and are placed at more than
50km apart. Six stations (Kano, Sokoto, Bauchi, Kaduna, Niger, and Benue) were used for the evaluation of the reanalysis datasets for the
studied period (1981–2010). This method has been widely used to evaluate the performance of reanalysis datasets and are found to give
useful results (Koutsouris et al., 2016; Li et al., 2021; Rapaić et al., 2015; Tang et al., 2020). To measure the pattern of correspondence, the
reanalysis datasets were interpolated to a common grid resolution of (0.5°×0.5°) and are average over the study area before plotting on the two-
dimensional Taylor diagram plot using R package (R-Taylor diagram). The reference point on the plot both have CC and SD equal to one.

3.2 GCM selection method
Numerous climate models are continually participating in the Couple Model Intercomparison Project phase 6 (CMIP6) leading to a wide
spectrum of the models. Substantial number of climate models runs exist, leaving the modeller in search of the so-called “best model”. A
comprehensive evaluation of these GCMs is essential for proper representation in impact studies. Normally, the determination of representative
GCM of a speci�c area is done by utilizing various techniques dependent on a solitary or set of numerous rules. The present study adopted an
advanced envelop based criteria developed by (Lutz et al., 2016). This approach involves a step-wise procedure in selecting GCMs based on the
range of projected average annual changes of (a) mean temperature and precipitation sum, (b) climate extremes of temperature and
precipitation, with respect to a reference period, and (c) re�nement based on the model skill in producing the past climate. The intention of these
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processes was to limit the number of climate models that can suitably represent a region of interest when conducting a climate change
analyses. This method was applied to select a representative climate model for SSP4.5 and SSP8.5 during short term (2021–2050) and long-
term (2051–2080) periods.

3.2.1 Initial selection process (step 1): Changes based on climate means
The initial selection is established based on the range of projected annual changes in the mean air temperature (∆T) and precipitation sum
(∆P) using 1981–2010 reference period, 2021–2050 short-term period, and 2051–2080 long-term period averaged over the 1.0  × 1.0  grid cell
of the study area (Fig. 1). The data were analysed and processed using CDO.

The process began by downloading monthly values of air temperature and precipitation time series for the observed (reference) period and the
projected period of each year as mentioned in section 2.1. Subsequently, the area-average monthly air temperature and precipitation sum were
computed for both periods. Furthermore, the annual mean air temperature and annual total precipitation for each year during the historical and
future periods were determined and the ranges of changes in annual mean air temperature ∆T ( C) and annual precipitation ∆P (%) was
calculated using the reference period. Ultimately, the 10th and 90th percentile values for ∆T and ∆P were calculated for the reference and all
model runs after remapping GCMs and reference data to a common grid of 1.0  × 1.0 .

Extreme climate does not exist in the study region, rather than using much lower and higher percentile values representing the distinct seasons,
the 10th and 90th percentile values were considered based on the nature of the climate in the concerned region. The 10th and 90th percentile of
the reference period represents the focal point of the spectrum of projection for changes in temperature and precipitation. Four distinct seasons
are normally experienced in the region namely; cold and dry, hot and dry, warm and wet, and warm and dry (Tanko & Momale, 2013). This study
considers three (3) spectra for the analysis. The proximity of all the model runs from each corner of the spectrum with respect to their projection
was calculated using Eq. 1 viz:

1

Where  is the proximity of a model to the corner under consideration, (j)’s ∆T ( C) and ∆P (%) (  and  are the delta

changes of each model ensemble, and (i)’s ∆T and ∆P (  and  respectively) are the 10th and/or 90th percentile score for each ensemble.
Finally, �ve models with the closest proximity to each corner of the spectrum were selected and ranked, making �fteen model runs for each SSP.

3.2.2 Re�ned process (step 2): Changes based on climate extremes

In this step, the �fteen models selected during the selection process where further re�ned based on their projected changes in climate extremes.
Climate indices from the Expert Team on Climate Change Detection and Indices (ETCCDI) (Peterson, 2005) were used to evaluate projected
changes in climate extremes with respect to the reference period. As the product of this research will be used to simulate hydrological and crop
growth models for impact assessment, emphasis was made on two ETCCDI indices each for both air temperature and precipitation (Table 1)
which are important in the entire study area. For evaluation of air temperature extreme, the warm spell duration index (WSDI) and cold spell
duration index (CSDI) are considered. However, for the calculation of precipitation extreme, the number of consecutive dry days (CDD) and the
precipitation due to extremely wet days (R95pTOT) are considered. The calculation of the ETCCDI indices were done using the CDO software
from the daily model output of reference period (1981–2010) and future period (2021–2050) and (2051–2080) for short-term and long-term
periods respectively. The indices were �rst calculated on their original grid before re-gridding to a common grid size and unit over the entire
study area (Fig. 1). The indices are averaged over a 30-year period for both the future period and the reference period. Subsequently, the
changes in CSDI, WSDI, R95pTOT, and CDD were calculated as percentual change of the projected period with respect to the reference period.
After the calculation, the combination of two indices corresponding to each corner of the spectrum were selected. Such that WSDI and CDD
represent the warm and wet corner, CSDI and CDD represent the cold and dry corner, while the combination of WSDI and R95pTOT represent the
warm and wet corner. A ranking methodology was adopted from Lutz et al. (2016) such that temperature and precipitation for each model run
were scored T-index and P-index rank, respectively based on the percentual increase of relevant indices. The model with the highest rank
increase score �ve point, while the lowest increase score one point for that index. A combine score was obtained after averaging T-index and P-
index. Finally, two model runs with the largest combined score at each corner are selected and qualify for the next step.
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Table 1
De�nitions of the ETCCDI indices governing the re�ned process (step 2)

Climate
variable

ETCCDI
index

Index de�nition

Precipitation R95pTOT Annual total precipitation when RR > 95 percentile. Let RRwj be the daily precipitation amount on a wet day (w)
(RR ≥ 1.0mm) in period i and let RRwn95 be the 95th  percentile of precipitation on wet days, then

Precipitation CDD Consecutive dry days: Maximum length of dry spell with RR < 1mm: Let RRij be the daily precipitation amount
on day i in period j. Count the largest number of consecutive days where:

RRij < 1mm

Temperature WSDI Warm spell duration index: Annual count of days with at least 6 consecutive days when TX > 90th  percentile
(TXij is the daily Tmax on day i in period j)

Temperature CSDI Cold speel duration index: Annual count of days with at least 6 consecutive days when TN < 10th  percentile
(TNij is the daily Tmin on day i in period j

3.2.3 Final process (step 3): Selection based on past performance skill
The remaining models are further evaluated based on their skill in simulating the past climate. Taking into consideration all monthly values of
the model runs spanning through the 30 years of the reference period (1981–2010). The study area in this step is subdivided into three
subdomain viz: Upper and Lower Niger (ULN), Upper and Lower Benue (ULB), and Sokoto-Hadejia_Jama’are (SHJ) to enable proper validation
with respect to the reference dataset. The analysis is done per subdomain to capture areas with similar temperature and precipitation pattern on
the entire domain. This analysis is necessary to avoid underestimation or overestimation in the study area (Lutz et al., 2016). The models in this
step are assessed based on their ability to simulate the reference dataset for monthly average mean temperature and monthly precipitation. If a
model simulates the reference data accurately, the skill score approaches one. The calculation of skill score for temperature and precipitation
are different. For calculating and assessing the performance of each model in simulating past temperature, we adopted a method developed by
Perkins et al. (2007). We measured the common area between two probability density functions (PDFs) by calculating the cumulative minimum
distribution value of two binned values viz:

Where n is the number of bin used to calculate the PDF, ZGCM is the frequency of values in a given bin from the GCM, and Zref is the frequency of
values from the reference data, we used 100 bins for the analysis.

for precipitation, the approach of Sanchez et al. (2009) is used. The procedure consists of a collection of �ve equations as a product of skill
score function. Each of the function assess similarities between the observed and the modelled data, while considering different behaviour of
precipitation. This skill scores equation are listed here viz;

R95pj = ∑
W

w=1 RRwj where RRwj > RRwn95
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n
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1
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Where AGCM and ANCEP−DOE denotes the areas below the cumulative distribution function (CDF) of the GCM and the reference model

respectively, taking into account the distribution as a whole through the total area below the CDF (Eq. 2) and the mean (Eq. 5). Similarly, A+and
A− (Eqs. 3 & 4) denotes the fractional areas right and left of the 50th percentile respectively, accounting for the high and low precipitation. P is
the average annual precipitation over the entire study area.  is the standard deviation of the CDF accounting for the shape of the distribution
through the variance (Eq. 6). Multiplying the �ve skill scores equations for individual model yielded a total (SKpre) skill score of precipitation
(Eq. 7). The skill scores were calculated and assigned for temperature and precipitation for the individual subdomain separately. For each
subdomain, we calculated the average of temperature and precipitation skill score and then ranked. Finally, the ranking is summed for each
GCM model resulting in a �nal ranking of the entire study area.

3.3 Downscaling of climate models
GCMs output are coarse and biased with respect to observation and their projection have limited skill in resolving local climate. Due to this
mismatching spatial resolution and biases, processing GCMs output is necessary before conducting impact studies. To overcome this problem,
downscaling is introduced to obtain high-resolution climate data from low-resolution climate variables (Fowler et al., 2007). Two downscaling
techniques exist: dynamical and statistical downscaling technique. The former uses GCMs output to drive Regional Climate Models (RCMs) to
generate high-resolution climate variable for local climate analysis (Maraun et al., 2010). The later uses statistical means to establish
relationship between local observation variables and GCMs output at a speci�c location (Fowler et al., 2007). RCMs has no stationarity in
projecting future projections but are computationally expensive and time consuming. For a robust local impact studies, RCM output needs to be
bias-corrected (Gudmundsson et al., 2012; Piani et al., 2009). Statistically downscaled variables are computationally e�cient and multiple
GCMs and scenarios can run in a limited amount of time but the output have stationarity problem in projecting future dynamics. Most
importantly, this method automatically correct the biases in GCM output and provide climate variables at point-scale (Fowler et al., 2007).

After the �nal selection of the GCMs, we selected three statistical methods to downscale the coarse GCMs using 17 strategic stations on the
study region for proper representation in hydrological models. The techniques include: (1) Delta change (DC) (2) Quantile Mapping (QM) and (3)
Empirical Quantile Mapping (EQM). For more information about these approaches refer to (Chen et al., 2012; Hertig & Jacobeit, 2008; Maraun,
2013; Räty et al., 2014; Wilby et al., 2002). Statistical techniques for downscaling GCM varies in their output, hence results in different strengths
and weakness (Werner & Cannon, 2016). For the temperature and precipitation variables, the selection of suitable downscaling technique was
made after evaluating their performance using the following statistical test: (1) Root Mean Square Error (RMSE); (2) Nash Sutcliffe e�ciency
coe�cient (NSE); (3) Mean Absolute Error (MAE); (4) Pearson Correlation, (5) Spearman correlation and (6) Index of Agreement with respect to
the reference data set. Using multiple techniques for statistical downscaling provide insight in obtaining the best relationship between modelled
and observed variable.

Results And Discussion
The results obtained are demonstrated and discussed in the following subsections.

4.1 Selection of reference data

Based on the output from the Taylor diagram, the precipitation and temperature variables of NCEP-DOE reanalyses model has the highest
correlation coe�cient (CC) with values of 0.774 and 0.783 respectively compared to ERA5 and NCEP1 models (Table 2). The ration of the
standard deviation (SD) of the reanalyses models to the observed dataset gave a good performance for NCEP-DOE reanalyses model. The ratio
of the precipitation and the temperature is 0.686 and 0.72 respectively. The NCEP-DOE model performs better than the other models based on
the performance indices as shown in Figure 3. 

Table 2 Values of correlation coe�cient of reanalysis models relative to observation

f5 = 1 − ( )
0.5

(6)
|σGCM − σNCEP −DOE|

2 ⋅ σNCEP −DOE

SKpre = f1.f2.f3.f4.f5 (7)

σ
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VARIABLE MODEL RATIO CORRELATION  OF COEFFICIENT

 

Precipitation

 

ERA-5

NCEP-DOE

NCEP1

0.491

0.686

0.699

0.773

0.774

0.701

 

Temperature

ERA-5

NCEP-DOE

NCEP1

0.619

0.72

0.697

0.584

0.783

0.623

Having a good performance, NCEP DOE reanalysis model has never been evaluated in the study region but has been applied around the world
including sub-Saharan Africa where the study area lies (Zhan et al., 2016). Some reanalysis models have been used in Nigeria such as the
Global Precipitation Climatology Centre (GPCC-V6) and Climatic Research Unit (CRU - version TS v. 3.23) (Shiru et al., 2021). However, the
precipitation variable of the GPCC, the University of Delaware (UDEL) and NOAA’s Gridded Precipitation Reconstruction Over Land (PREC/L)
have poor performance in the Northern part of Nigeria during the dry season but performed better during the wet season (Ogunjo et al., 2022).  

4.2 Selection of representative GCM

4.2.1 Changes based on climate means

Changes in projected annual mean air temperature (∆T) and annual precipitation (∆P) for the short-term and long-term period with respect to
the reference period are the bases for the initial selection process. We selected the �ve models closest to the 10th and 90th percentile value of
temperature and precipitation representing cold and dry, hot and dry, and hot and wet corner (Figure 2). Some models show a close proximity
and cluster around the vicinity of the respective corners, while others show a larger proximity and scatter around a corner. For example, the
warm and dry corner for SSP4.5 and SSP8.5 during the short-term period, and the warm and dry, and warm and wet corner of SSP8.5 during the
long-term period (Figure 2A, 2C and 2D) showed a close proximity. However, the cold and dry corner of SSP8.5 during the short-term and long-
term period showed a scattered and a distant proximity to the corner. Interestingly, all CanESM5 models aligned towards the warm and wet
corners for all study periods, all FGOALS-g3 and HadGEM3-GC31_LL ensembles aligned towards the warm and dry corner for all period except
SSP8.5 during the long-term period where UKESM1-0 replaces FGOALs-g3. Majority of MPI-ESM1-2-LR ensembles occupies the cold and dry
corner for all periods.

Values from the �ve models selected from each corner yielded a range of changes from the reference data set. The ∆T and ∆P range of
projection for SSP8.5 are higher than SSP4.5 during the same period. The projection for ∆T and ∆P during the short-term ranges from 0.1-2.7 C
and -2.6–4.4% respectively for SSP4.5 (Figure 2A), whereas for SSP8.5 (Figure 2C), the ranges are 0.1-3.5 C and -2.8-5.8% respectively. Likewise,
the ranges of ∆T and ∆P during the long-term period are 0.3-2.8 C and -2.6-5.7% respectively for SSP4.5 (Figure 2B), whereas for SSP8.5
(Figure 2D), the ranges are 0.4-4.5 C and -1.3-7.7% respectively. Similarly, the ranges of projection for ∆T and ∆P is much higher for the long-
term period compared to the short-term period during the same forcing pathway. Considering SSP4.5 (Figure 2A), the ∆T and ∆P ranges are 0.1-
2.7 C and -2.6-4.4%, respectively, during the short-term period, whereas the ranges are 0.3-2.8 C and -2.6-5.7%, respectively, during the long-term
period (Figure 2B). Likewise, considering SSP8.5, the ranges are 0.1-3.5 C and -2.8-5.8% during the short-term period (Figure 2C), whereas the
ranges are 0.4-4.5 C and -1.3-7.7% during the long-term period (Figure 2D), respectively. This step leads the selection approach; this may result
in reducing a substantial number of models for subsequent steps. The non-selected models might have good skills in simulating the climate
extreme or the past climate. Another issue is the fact that the projected changes are averaged over the study area, which may result in dilution
of spatial variation in projected changes. However most studies covering large areas exhibit similar methodology (Lutz et al., 2016).

4.2.2 Changes based on climate extremes

The models selected from the initial selection process (step 1) were subjected to changes in two ETCCDI indices for both temperature and
precipitation for short-term period (2021-2050), long-term period (2051-2080) and the reference period (1981-2010). In this process, two models
runs having highest combined scores from the combined temperature and precipitation indices were selected from each corner. In the event that
multiple models runs have the same second highest combined score, more than two models are selected for that corner (Table 3). It is observed
that, when computing combine score, some models with highest value change in one ETCCDI indices are not selected as a result of having a
lower change in another ETCCDI indices. For example, in the warm and wet corner of SSP8.5, for the long-term period, the model
CanESM5_r4i1p1f1 projects the highest change in R95pTOT, however, CanESM5_r6i1p1f1 and CanESM5_r9i1p1f1 were selected instead, due to
its lower combined score.  From (Table 3), models projecting large changes in mean air temperature results in projecting large changes in WSDI
indices. Similarly, large changes in precipitation sum also project large changes in R95pTOT. For example, for SSP4.5, FGOALS-g3_r2i1p1f1
projected the largest increase in mean air temperature likewise show the largest increase in WSDI. Moreover, HadGEM3-GC31-LL_r1i1p1f2
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shows a good combined score and present in all the warm and dry corner of the entire study period for both SSP4.5 and SSP8.5. Considering all
the models relative to the corner and the season they appear, CDD is expected to decrease up to 112.7% in short-term, 113% in the long-term
considering SSp4.5. Likewise, CDD is also expected to decrease up to 110.9% in short-term, 116.5% in long-term period considering SSP8.5. In
addition, R95pTOT shows an increasing trend up to 137.8% in short-term, 139.1% in long-term considering SSP4.5. Similarly, R95pTOT increase
up to 168.7% in short-term, 212.6% in long-term considering SSP8.5. Decrease in CDD and an Increase in R95pTOT predicts more wet days
during rainfall seasons. The WSDI is projected to increase up to 3758.9% in short-term, 4159.0% in long-term considering SSP4.5. Likewise,
WSDI is projected to increase by 4175.1% in short-term, 4692.3% in long-term considering SSP8.5. The CSDI is projected to decrease for all the
study periods with the exception of EC-Earth-Veg_r1i1p1f1 which shows an increase of 9% with respect to the reference period. Increase in WSDI
indicates an increase in maximum temperature, while a decrease in CSDI implies warm nights are expected in the future periods. Similar to step
1, area-averaged was applied to this step. This problem can be solved by dividing the area into homogenous entities.

Table 3 GCMs selected based on changes in ETCCDI indices. Model runs selected for step 3 are coloured with yellow

Seasonal
projection

GCM Model Runs ∆CDD(%) ∆r95ptot(%) ∆WSDI(%) ∆CSDI(%) ∆T(°C) ∆P(%) T
Index
rank

P
index
rank

Average
Score

    SSP4.5 (2021-2050)            

FGOALS-
g3_r1i1p1f1

-17.7 55.9 5149.8 -99.9 2.6 -2.3 3 4 3.5

FGOALS-
g3_r2i1p1f1

-22.8 56.3 5228.9 -99.5 2.8 -2.2 5 1 3

warm
and dry

FGOALS-
g3_r3i1p1f1

-21.3 55.2 5191.2 -98.5 2.7 -2.3 4 2 3

FGOALS-
g3_r4i1p1f1

-19.5 58.7 5121.5 -99.9 2.7 -2.7 1 3 2

HadGEM3-GC31-
LL_r1i1p1f3

-14.4 53.2 5135.7 -13.8 2.1 -1.7 2 5 3.5

MIROC-
ES2L_r1i1p1f2

-30.3 65.5 5284.6 -100.0 2.5 4.4 5 1 3

CanESM5_r5i1p1f1 -16.1 68.1 3751.4 -92.7 1.9 4.3 4 4 4

warm
and wet

CanESM5_r7i1p1f1 -12.1 69.9 3711.4 -98.0 1.9 4.2 3 5 4

CanESM5_r10i1p1f1 -13.8 67.8 3554.7 -90.8 1.8 4.3 1 3 2

CanESM5_r22i1p1f1 -10.0 66.6 3673.6 -85.6 1.8 4.3 2 2 2

INM-CM4-8_r1i1p1f1 -24.0 -13.7 713.2 -91.3 0.1 -1.9 1 1 1

MPI-ESM1-2-
LR_r6i1p1f1

0.8 -47.5 2460.2 -83.9 0.7 -1.9 3 4 3.5

cold and
dry

CNRM-CM6-
1_r1i1p1f2

1.7 30.4 2535.3 -65.4 0.4 -1.6 5 5 5

MPI-ESM1-2-
LR_r3i1p1f1

-0.2 -44.1 2520.2 -89.5 0.7 -1.8 2 2 2

MPI-ESM1-2-
LR_r5i1p1f1

0.6 -45.3 2398.5 -78.6 0.6 -1.7 4 3 3.5

SSP8.5 (2021-2050)
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 FGOALS-g3_r3i1p1f1 -19.5 58.6 5139.7 -100.0 3.2 -2.3 1 2 1.5

 FGOALS-g3_r4i1p1f1 -17.9 60.4 5234.2 -99.2 3.3 -2.6 3 4 3.5

warm and dry FGOALS-g3_r1i1p1f1 -18.0 60.9 5224.5 -99.8 3.2 -2.6 2 3 2.5

 HadGEM3-GC31-LL_r1i1p1f3 -16.7 60.9 5792.8 -47.5 3.5 -1.9 5 5 5

 FGOALS-g3_r2i1p1f1 -19.8 59.1 5236.4 -99.6 3.3 -2.8 4 1 2.5

 CanESM5_r24i1p1f1 -10.7 69.0 3759.8 -90.6 2.9 5.4 2 3 2.5

 CanESM5_r12i1p2f1 -13.0 65.9 3171.8 -97.8 2.9 5.4 1 2 1.5

warm and wet CanESM5_r3i1p1f1 -9.7 71.3 3903.5 -92.7 2.8 5.6 5 4 4.5

 CanESM5_r11i1p1f1 -11.9 65.7 3887.6 -86.1 2.9 5.8 4 1 2.5

 CanESM5_r16i1p1f1 -14.6 79.0 3783.7 -90.5 2.8 5.5 3 5 4

 CNRM-CM6-1_r1i1p1f2 -4.2 36.1 2499.6 -68.3 1.7 -2.3 4 2 3

 EC-Earth3-Veg_r1i1p1f1 23.7 -23.2 2237.3 193.8 0.1 -1.9 5 5 5

cold and dry MPI-ESM1-2-LR_r5i1p1f1 0.1 -39.1 2038.6 -85.9 1.4 -1.5 2 3 2.5

 MPI-ESM1-2-LR_r9i1p1f1 1.4 -40.6 2088.9 -75.7 1.3 -1.5 3 4 3.5

 INM-CM4-8_r1i1p1f1 -20.6 -19.5 1071.1 -95.2 0.6 -1.4 1 1 1

SSP4.5 (2051-2080)

 FGOALS-g3_r3i1p1f1 -23.8 60.0 5598.1 -99.9 2.7 -2.4 1 1 1

 FGOALS-g3_r4i1p1f1 -19.3 60.9 5688.0 -99.9 2.7 -2.4 2 2 2

warm and dry FGOALS-g3_r2i1p1f1 -16.1 61.2 5714.0 -100.0 2.8 -2.6 4 4 4

 FGOALS-g3_r1i1p1f1 -19.1 60.0 5688.7 -100.0 2.8 -2.6 3 3 3

 HadGEM3-GC31-LL_r1i1p1f3 -14.6 52.3 5771.0 -80.6 2.3 -1.1 5 5 5

 CanESM5_r3i1p1f1 -11.0 70.3 4957.3 -95.1 2.0 5.5 1 5 3

 CanESM5_r6i1p2f1 -13.0 62.4 5086.6 -97.5 2.1 5.1 5 1 3

warm and wet CanESM5_r8i1p1f1 -13.9 68.5 4966.2 -94.0 2.0 5.4 2 2 2

 CanESM5_r9i1p1f1 -13.0 69.4 5065.1 -99.0 2.0 5.7 4 3 3.5

 CanESM5_r1i1p1f1 -12.3 69.8 4978.1 -96.8 1.9 5.6 3 4 3.5

 INM-CM4-8_r1i1p1f1 -24.6 -5.0 1383.0 -99.1 0.3 -2.0 1 1 1

 CNRM-CM6-1_r1i1p1f2 -1.3 22.8 4396.9 -97.1 0.4 -1.4 4 3 3.5

cold and dry MPI-ESM1-2-LR_r9i1p1f1 -2.2 -43.7 3678.9 -98.1 0.5 -1.4 3 2 2.5

 MPI-ESM1-2-LR_r3i1p1f1 1.0 -42.9 3776.2 -95.3 0.5 -1.4 5 4 4.5

 MPI-ESM1-2-LR_r10i1p1f1 2.7 -40.6 3724.9 -98.4 0.5 -1.3 2 5 3.5

SSP8.5 (2051-2080)
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 HadGEM3-GC31-LL_r1i1p1f3 -14.0 61.4 6493.5 -95.0 4.5 -1.3 5 3 4

 UKESM1-0_r2i1p1f2 -19.9 63.6 6249.7 -84.8 4.1 -0.8 3 2 2.5

warm and dry UKESM1-0_r3i1p1f2 -22.9 70.2 6328.3 -88.4 4.2 -0.7 4 1 2.5

 UKESM1-0_r8i1p1f2 -9.1 64.6 6055.0 -85.8 3.9 -0.7 1 5 3

 UKESM1-0_r1i1p1f2 -12.7 64.3 6223.0 -89.8 4.0 -0.6 2 4 3

 CanESM5_r22i1p1f1 -13.4 87.2 6414.8 -100.0 4.2 7.4 4 1 2.5

 CanESM5_r6i1p1f1 -11.4 89.2 6377.4 -97.2 4.1 7.5 3 4 3.5

warm and wet CanESM5_r9i1p1f1 -10.4 87.5 6423.7 -100.0 4.2 7.2 5 3 4

 CanESM5_r12i1pf1 -11.4 87.2 6372.5 -100.0 4.0 7.4 2 1 1.5

 CanESM5_r4i1p1f1 -9.4 91.9 6315.1 -100.0 4.1 7.7 1 5 3

 INM-CM4-8_r1i1p1f1 -27.3 -2.0 2924.7 -99.5 1.5 -0.7 2 2 2

 INM-CM5-0_r1i1p1f1 -31.2 11.6 2868.8 -99.9 1.6 -0.7 1 1 1

cold and dry MPI-ESM1-2-HR_r1i1p1f1 5.1 -13.4 5082.7 -97.8 2.2 -1.2 4 3 3.5

 MPI-ESM1-2-HR_r2i1p1f1 5.2 -5.2 5103.1 -98.3 2.1 -0.8 3 4 3.5

 EC-Earth3-Veg_r1i1p1f1 19.6 23.9 3542.9 -12.9 0.4 -0.4 5 5 5

4.2.3 Selection based on past performance skill

The models are subjected to a validation process based on their past performance skill in reproducing the NCEP-DOE reference dataset. Table 4
list the skill score for the GCM runs available after step 2. Table 5 list the combined score ranking for air temperature and precipitation resulting
in the �nal ensemble selection (Table 6).  From the precipitation and temperature skill score, it can be seen that the models that show good skill
in simulating past climate for a particular subdomain, show equally a good skill in simulating the remaining subdomain. For example,
HadGEM3-GC31-LL_r1i1p1f3, MPI-ESM1-2-LR_r9i1p1f1 and MPI-ESM1-2-LR_r10i1p1f1 exhibits good skill in all subdomain. Similarly, models
with low skill for a particular subdomain show similar trend in another subdomain, for example CanESN5_r3i1p1f1. 

CanESM5 model runs exhibit skill in capturing the warm and wet corner of the seasonal projection of the study area. The model however shows
relatively good skill in simulating the past temperature for all subdomain but are poor in simulating past annual precipitation cycle in the entire
subdomain. HadGem33-GC31_LL_r1i1p1f3, FGOALS, and UKESM1-0 models falls under the warm and dry corner. All the models show good
skills in past performance for all subdomain. HadGEM3_GC3-1_LL_r1i1p1f3 show outstanding characteristics for both SSP4.5 and SSP8.5 and
for all warm and dry corner by having a �nal skill score of 1. Similarly, MPI-ESM1-2-LR and MPI-ESM1-2-HR show good skill in representing both
temperature and precipitation in the cold and dry corner.

Finally, Table 6 reveals that, the skilled GCM for a respective corner do not vary with radiative forcing scenarios (SSP4.5 and SSP8.5) as well as
analysis period (short-term and long-term period), for example CanESM5 is selected in all warm and wet corner. However, the GCMs only exhibit
different variant-ID in the CMIP6 metadata model runs, for example in the r1i1p1f1 nomenclature. The Realization (r) varies from r1-r10, with all
Initialization (i) and Physics (p) as 1, and the Forcing (f) as 1 or 3 for all the model ensembles. 

Table 4 Temperature and precipitation skill scores for the three subdomains

 

As stated earlier, some models with good skills in simulating the past climate might have been de-selected in the previous steps. Another
limitation has to do with the �nal skill score calculation, which combines the precipitation and temperature skill scores.

The CMIP6 models have gained global applications for impact studies including Africa. However, the �ndings of the current study do not
support a research conducted by Shiru et al. (2021) in Nigeria. They evaluated 13 historical GCMs each for minimum and maximum
temperature and precipitation using only the �rst ensemble member (r1i1p1f1) of the models. Their ranking involve the application of
compromise programming (CP) to rank the GCMs, while NRMSE, Pbias, NSE, R2 , and VE statistical performance measures were used for the
evaluation. The concluded that, IPSL-CM6A-LR, NESM3, CMCC-CM2-SR5, and ACC-ESM1.5 have highest skills in simulating precipitation. For
maximum temperature, the models INM-CM4-8, BCC-CSM2-MR, MRI-ESM2-0, and ACCESS-ESM1-5 performed better, while AWI-CM-1–1-MR,
IPSL-CM6A-LR, INM-CM5-0, and CanESM5 are skilful in simulating the minimum temperature. Among these models, only CanESM5 was found
to have good skills in this present study. A possible explanation for this result might be because of the different reference data sets used for
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GCM runs       Precipitation Skill Score Temperature Skill Score

ULN ULB SHJ ULN ULB SHJ

CanESM5_r3i1p1f1 0.06 0.16 0.12 0.34 0.32 0.41

CanESM5_r5i1p1f1 0.07 0.27 0.15 0.47 0.44 0.49

CanEsm5_r6i1p1f1 0.05 0.16 0.09 0.39 0.33 0.28

CanESM5_r7i1p1f1 0.04 0.12 0.09 0.38 0.4 0.35

CanESM5_r9i1p1f1 0.08 0.23 0.14 0.42 0.49 0.45

CanESM5_r1i1p1f1 0.05 0.21 0.11 0.29 0.46 0.39

CanESM5_r16i1p1f1 0.06 0.15 0.11 0.27 0.35 0.38

CNRM-CM6-1_r1i1p1f2 0.27 0.27 0.25 0.43 0.44 0.42

HadGEM3-GC31-LL_r1i1p1f3 0.44 0.44 0.49 0.67 0.64 0.68

UKESM1-0-LL_r1i1p1f2 0.41 0.37 0.57 0.65 0.58 0.71

UKESM1-0-LL_r8i1p1f2 0.41 0.43 0.56 0.65 0.66 0.77

EC-Earth3-VEG_r1i1p1f1 0.11 0.1 0.09 0.36 0.33 0.29

FGOALS_g3_r1i1p1f1 0.36 0.13 0.25 0.34 0.27 0.41

FGOALS_g3_r2i1p1f1 0.28 0.08 0.22 0.29 0.22 0.33

FGOALS-g3_r4i1p1f1 0.3 0.05 0.16 0.2 0.19 0.29

MPI-ESM1-2-HR_r1i1p1f1 0.3 0.22 0.18 0.41 0.39 0.36

MPI-ESM1-2-HR_r2i1p1f1 0.3 0.22 0.17 0.44 0.41 0.4

MPI-ESM1-2-LR_r3i1p1f1 0.38 0.37 0.36 0.55 0.53 0.57

MPI_ESM1-LR_r5i1p1f1 0.23 0.22 0.18 0.56 0.51 0.47

MPI-ESM1-2-LR_r6i1p1f1 0.24 0.23 0.25 0.41 0.43 0.39

MPI-ESM1-LR_r10i1p1f1 0.41 0.41 0.33 0.67 0.69 0.59

MPI-ESM1-LR_r9i1p1f1 0.45 0.45 0.4 0.55 0.58 0.53

both studies. In addition, in their study, minimum and
maximum temperature were used separately, while
ours considers the mean temperature. Another
possibility is the presence of heterogeneous climate in
Nigeria, which our study considers by focusing in the
Northern part of the country having homogenous
climate. 

Table 5 Final ranking of GCM runs for the three
subdomains
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Period SSP Seasonal
Projection

GCM Runs Average score per
subdomain

Rank per
subdomain

Total Final
rank

ULN ULB SHJ ULN ULB SHJ

2021-
2051

4.5 Warm and Dry FGOALS_g3_r1i1p1f1 0.35 0.20 0.33 13 26 12 51 18

HadGEM3-GC31-
LL_r1i1p1f3

0.56 0.54 0.59 1 3 3 7 1

Warm and Wet CanESM5_r5i1p1f1 0.27 0.36 0.32 18 13 14 45 13

CanESM5_r7i1p1f1 0.21 0.26 0.22 25 20 25 70 22

Cold and Dry CNRM-CM6-1_r1i1p1f2 0.35 0.36 0.34 13 13 10 36 11

MPI_ESM1-2-LR_r5i1p1f1 0.40 0.37 0.33 10 10 13 33 10

MPI-ESM1-2-LR_r6i1p1f1 0.33 0.33 0.32 16 17 14 47 16

2051-
2080

4.5 Warm and Dry HadGEM3-GC31-
LL_r1i1p1f3

0.56 0.54 0.59 1 3 3 7 1

FGOALS_g3_r2i1p1f1 0.29 0.15 0.28 17 27 19 63 20

Warm and Wet CanESM5_r9i1p1f1 0.25 0.36 0.30 19 11 16 46 14

CanESM5_r1i1p1f1 0.17 0.34 0.25 27 16 22 65 21

Cold and Dry CNRM-CM6-1_r1i1p1f2 0.35 0.36 0.34 13 13 10 36 11

MPI-ESM1-2-LR_r3i1p1f1 0.47 0.45 0.47 9 9 8 26 9

MPI-ESM1-2-
LR_r10i1p1f1

0.54 0.55 0.46 5 1 9 15 6

2021-
2050

8.5 Warm and Dry HadGEM3-GC31-
LL_r1i1p1f3

0.56 0.54 0.59 1 3 3 7 1

FGOALS-g3_r4i1p1f1 0.25 0.12 0.23 19 28 24 71 24

Warm and Wet CanESM5_r3i1p1f1 0.20 0.24 0.27 26 23 21 70 22

CanESM5_r16i1p1f1 0.17 0.25 0.25 27 21 23 71 24

Cold and Dry EC-Earth3-VEG_r1i1p1f1 0.24 0.22 0.19 22 24 26 72 26

MPI-ESM1-2-LR_r9i1p1f1 0.50 0.52 0.47 8 7 7 22 8

2051-
2080

8.5 Warm and Dry HadGEM3-GC31-
LL_r1i1p1f3

0.56 0.54 0.59 1 3 3 7 1

UKESM1-0-LL_r1i1p1f2 0.53 0.48 0.64 6 8 2 16 7

UKESM1-0-LL_r8i1p1f2 0.53 0.55 0.67 6 2 1 9 5

Warm and Wet CanEsm5_r6i1p1f1 0.22 0.25 0.19 24 22 28 74 28

CanESM5_r9i1p1f1 0.25 0.36 0.30 19 11 16 46 14

Cold and Dry EC-Earth3-VEG_r1i1p1f1 0.24 0.22 0.19 22 24 26 72 26

MPI-ESM1-2-HR_r1i1p1f1 0.36 0.31 0.27 12 19 20 51 18

MPI-ESM1-2-HR_r2i1p1f1 0.37 0.32 0.29 11 18 18 47 16

Among related studies in Africa, Gebresellase et al. (2022) adopted the advanced envelop-based approach in the Upper Awash basin (UAB) of
Ethiopia and selected the skilled models. Similar to their study, this present study also found that MPI_ESM1-2-LR model is skilful in simulating
the cold and dry seasons. Moreover, CanESM5 model was selected for having good performance in both studies. Despite having similarities in
skilled models, the model differ in their ensemble members. 

The selected models runs were downscaled from their coarser resolution to a �ner resolution for impact studies.

Table 6 Final selected GCM runs with averaged projected changes in precipitation, mean annual temperature and ETCCDI indices over the study
area for the two forcing scenarios (SSP4.5 and SSP8.5) between 2021-2050 and 2051-2080.
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Period SSP Seasonal Projection GCM Runs ∆CDD

(%)

∆r95ptot

(%)

∆WSDI

(%)

∆CSDI

(%)

∆T

(°C)

∆P

(%)

  Warm and dry HadGEM3-GC31-LL_r1i1p1f3 -14.4 53.2 5135.7 -13.8 2.1 -1.7

2021-2050 4.5 Warm and Wet CanESM5_r5i1p1f1 -16.1 68.1 3751.4 -92.7 1.9 4.3

  Cold and Dry MPI_ESM1-2-LR_r5i1p1f1 0.6 -45.3 2398.5 -78.6 0.6 -1.7

  Warm and dry HadGEM3-GC31-LL_r1i1p1f3 -14.6 52.3 5771.0 -80.6 2.3 -1.1

2051-2080 4.5 Warm and Wet CanESM5_r9i1p1f1 -13.0 69.4 5065.1 -99.0 2.0 5.7

  Cold and Dry MPI-ESM1-2-LR_r10i1p1f1 2.7 -40.6 3724.9 -98.4 0.5 -1.3

  Warm and dry HadGEM3-GC31-LL_r1i1p1f3 -16.7 60.9 5792.8 -47.5 3.5 -1.9

2021-2050 8.5 Warm and Wet CanESM5_r3i1p1f1 -9.7 71.3 3903.5 -92.7 2.8 5.6

  Cold and Dry MPI-ESM1-2-LR_r9i1p1f1 1.4 -40.6 2088.9 -75.7 1.3 -1.5

  Warm and dry HadGEM3-GC31-LL_r1i1p1f3 -14.0 61.4 6493.5 -95.0 4.5 -1.3

2051-2080 8.5 Warm and Wet CanESM5_r9i1p1f1 -10.4 87.5 6423.7 -100.0 4.2 7.2

  Cold and Dry MPI-ESM1-2-HR_r2i1p1f1 5.2 -5.2 5103.1 -98.3 2.1 -0.8

4.3 GCM downscaling

Daily GCMs outputs were downscaled for short-term and long-term periods for each climate extreme corners on the 50*50km2 grid of NCEP-DOE
dataset for the Northern Nigeria region (Figure 1). As described in section 3.3, the performance of the three downscaling techniques differs for
temperature and precipitation variables. For all the precipitation variables, delta method performs better with higher index of agreement whereas
six GCMs were downscaled using EQM and three using QM for the temperature variable. 

Precipitation

The study area-raining season follows the West African rainfall characteristics, which prevails during the northern hemisphere summer (June
through October). The precipitation is expected to increase in each of the summer months with higher intensities compared to the reference
period (Figure 4C and D). For example, an increment of 16% and 23% in June for SSP4.5 and SSP8.5, respectively during the short-term period
and a much higher increment of 101% and 102% in October rains is expected during the same period and scenario. Similarly, during the long-
term period, the increment is expected in September and October months. An increment of 38% and 81% is expected during SSP4.5 and SSP8.5,
respectively in September rains whereas 89% and 148% in October rains for the respective scenarios. Increase in precipitation predicts more
rainfall is expected in the future leading to severe �ooding events. 

Average annual precipitation is also expected to increase for all the GCM models in the future. The average annual precipitation is expected to
increase in the future: 8-17% during short-term (CanESM5_r5i1p1f1 predicts highest increase) and 11-35% during long-term (CanESM5_r9i1p1f1
predict highest increase), considering the SSP4.5 scenario. Higher precipitation is expected in the SSP8.5 scenario compared to SSP4.5
scenario because the annual precipitation is expected to increase by 5-38% in short-term (CanESM5_r3i1p1f1 predicts highest increase) and 29-
60% in the long-term (CanESM5_r9i1p1f1 predict highest increase) period. Similarly, for the ensemble means (average of 3 GCMs) of the study
period, the average annual precipitation is expected to increase in the future: In SSP4.5 during the short-term period, the expected average
annual precipitation is 850mm/year yielding a 13% increase with respect to the reference dataset. Likewise, the average annual precipitation (%
increase) of 906mm/year (20%), 926mm/year (23%) and 1061mm/year (41%) is expected during long-term (SSP4.5), short-term (SSP8.5) and
long-term (SSP8.5) respectively.

 The historic, present and future average annual precipitation values of the ensemble mean for SSP4.5 and SSP8.5 for the entire study period
with their standard deviations is shown in Figure 5b. In Figure 5b, the dark orange and green lines represent the average values of the annual
precipitation while the blue line represent the historic and present average precipitation. The light orange and green areas represent the standard
deviation of the average precipitation for SSP4.5 and SSP8.5 respectively. The average annual precipitation values for the reference
precipitation variable is 750mm/year.

4.3.2 Temperature

All the GCMs have predicted an increase in temperature with respect to the reference dataset (�gure 4A and B). The seasonal increment during
the harmattan season (December through February) with respect to the reference dataset varies from 0.2-1.0 C and 1.6-2.4 C for short-term and
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long-term periods, considering SSP4.5 scenario. The changes in SSP8.5 is much higher than SSP4.5 scenario with increment of 0.5-1.2 C and
2.0-2.7 C for short-term and long-term period respectively. Increase in harmattan temperature predicts warmer period during the cold season. In
the same vein, during the hottest period (March through May), the average monthly mean temperature is expected to increase which varies from
0.2-1.0 C and 1.7-2.7 C for short-term and long-term respectively, considering SSP4.5 scenario. Similarly, and expected increment of 0.3-1.1 C
and 2.0-3.0 C for short-term and long-term period, considering SSP8.5 scenario. The rainfall months (June to Spetember) is not an exception to
this increment. An increase of 0.9-1.6 C and 2.2-2.8 C is expected for short-term and long-term period respectively, considering SSP4.5 scenario
whereas 1.1-1.7 C and 2.3-3.2 C is expected to increase during the short-term and long-term period, considering SSP8.5 scenario. The
temperature is expected to increase more compared to hot months and harmattan period. 

The average annual mean temperature is expected to increase in the future: 0.26-1.6 C in short-term and 0.87-4.04 C in long-term, considering
SSp4.5 scenario. The model CanESM5_r5i1p1f1 is expected to show the highest increment during the short-term while CanESM5_r9i1p1f1
show the highest increment during the long-term period. Higher temperature is expected to increase in SSP8.5 scenario compared to SSp4.5
scenario. The average annual temperature is expected to increase in the short-term by 0.01-1.78 C and 0.01-4.3 C in the long-term period. The
model MPI-ESM1-2-LR_r9i1p1f1 and MPI-ESM1-2-HR_r2i1p1f1 show the least increment of 0.01 C whereas HadGEM3-GC31-LL_r1i1p1f3 show
the highest increment of both 1.78 C and 4.3 C in the short-term and long-term period respectively. 

Similarly, the ensemble mean (average of 3 GCMs) the mean annual temperature is also expected to increase for all the GCMs. In SSP4.5 during
the short-term period, the expected increase in mean annual temperature is 1.1 C. Likewise, the mean annual temperature is expected to
increase by 2.5 C, 1.2 C and 2.7 C during the long-term (SSP4.5), short-term (SSP8.5), and Long-term (SSP8.5) respectively. The ensemble
mean predicts lower temperature increment compared to some of the prediction made by some models, example HadGEM3-GC31-LL_r1i1p1f3. 

The historic, present and the future mean annual temperature values of the ensemble means with their standard deviations for SSP4.5 and
SSP8.5 for the entire study period is shown in Figure 5a. The dark orange and green lines represent the average values of the mean annual
temperature while the blue line represent the historic and the present value. The lighter orange and green areas represent the standard
deviations of the mean annual temperature. The mean annual temperature of the reference dataset is 25.6 C.

Conclusion
GCMs are important in climate change assessment. Their outputs are critical for impact studies. Therefore, GCM selection is a vital step before
conducting climate change projection studies. Using the advanced envelop-based selection approach, GCMs are selected based on a wide range
of multiple criteria for adequate representation of local climate characteristics in Northern Nigeria. Previous impact studies conducted in this
region lack multiple selection criteria and are based on random selection of few GCMs. This study provides a clear understanding of the climate
characteristics of the region and addresses the limitation in previous studies. In this study, we selected a pool of 100 CMIP6 model output each
for SSP4.5 and SSP8.5, making 200 ensemble runs. These models undergo series of selection criteria and the �nal model representing the
study area with outstanding skills were selected. The temperature and precipitation variables of the selected models are downscaled for short-
term and long-term periods. Findings from the ensemble mean of the downscaled output during each scenario and study period can be used by
river basin authorities for developmental purposes and impact analysis.

The key �ndings of this research are as follows:

The changes in precipitation and temperature variables with respect to the reference dataset during the same forcing scenario tends to be
higher during the long-term period.

The changes in precipitation and temperature variables between the GCMs and the reference datasets in the initial step for the short-term
ranges from -2.7-4.4% and 0.1-2.7°C respectively for SSP4.5, while for SSP8.5, the ranges are -2.8-5.8% and 0.1-3.5°C respectively.

Likewise, the changes in precipitation and temperature variables for the long-term period ranges from -2.6-5.7% and 0.3-2.8°C respectively
for SSP4.5, whereas the ranges for SSP8.5 are -1.3-7.7% and 0.4-4.5°C.

The selected skilled GCMs are the same regardless of scenario (SSP4.5 and SSP8.5) as well as the study period (short-term and long-term).
The models only exhibit different variant ID.

CanESM5 models are skilful in capturing the warm and wet seasons of the study area, while HadGEM3_GC3-1_LL are skilful in warm and
dry season, whereas MPI-ESM1-2-LR and MPI-ESM1-2-HR are skilful in cold and dry season. Researchers can utilize these models during
seasonal analysis.

The downscaled output from the GCMs deduced the following climatic outcome;

The GCMs predicted and increase in monthly mean temperature during the harmattan, hot and rainfall seasons, with the highest increment
during the rainfall season. 



Page 16/22

 Similarly, the average annual precipitation predicts and increment in the future with more rains in October compared to the reference
dataset.

From the ensemble means of 3 GCMs (1 model from warm and wet, warm and dry and cold and dry corners), the models predict an
average annual precipitation of 914mm/year and 918mm/year during the short-term and long-term period respectively, considering SSP4.5,
while 906mm/year and 1061mm/year during the short-term and long-term respectively, considering SSP8.5 scenario. Likewise, the
ensemble mean of the temperature predicted an increase of 1.1 C and 2.5 C during the short-term and long-term period respectively,
considering SSP4.5, while 1.2 C and 2.7 C during the short-term and long-term respectively, considering SSP8.5 scenario. 

Ultimately, our study reveals the importance of GCM selection prior to conducting impact studies. The selection is not sensitive to study period
and scenarios. Researchers and watershed managers can utilize these models for proper watershed modelling and management.
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Figures

Figure 1

Study area comprising of river basins. The light green colour represents the 1 ×1  grid used for the selection process
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Figure 2

See image above for �gure legend.
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Figure 3

Taylor diagram with blue and lemon colour indicating precipitation and temperature variables respectively.

Figure 4

Ensemble mean monthly temperature for short-term and long-term (A and B) and precipitation (C and D) respectively
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Figure 5

Time series of temperature (a) and precipitation (b) along with their standard deviations for the entire study area


