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Procedure for the implementation of VR/AR learning scenarios for method 

training - Presentation of the Assisted Reality Implementation Model 

(ARIM). 

 

Abstract 

Virtual - and Augmented Reality (VR/AR) based assistance systems represent a growing 

technology approach for the sustainable communication of quality methods for further 

education offers. To create virtual learning environments as standardized and efficient as 

possible, a uniform approach is required. This paper focuses on the development of the Assisted 

Reality Implementation Model (ARIM) for the selection of Lean Management and Six Sigma 

quality methods that are suitable to be taught using augmented and virtual reality learning 

environments. Furthermore, the ARIM enables meaningful guidance for the implementation of 

the virtual learning environments, as well as subsequent validation. The model will be applied 

and evaluated within the research project WILLEN. 

 

Keywords: Virtual Reality, Augmented Reality, Implementation Model, Quality methods, Lean 

Management, Six Sigma 
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Introduction 

Exceptional situations, such as the ongoing COVID-19 pandemic, have been given little or no 

consideration in traditional forms of classroom training, highlighting the need for innovative 

approaches to knowledge transfer that also allow for location-independent forms of training. [1 

-3] Especially the use of VR and AR systems offers opportunities in such extraordinary 

situations to continue to convey learning content sustainably. [4] In the field of VR, for 

example, this can be achieved through its location-independent use. Thus, training in such 

special situations is not only generally enabled, but can even increase the efficiency of 

knowledge transfer and deepening compared to classical frontal teaching methods. [2, 5] This 

increase in efficiency, which is made possible by the interactive and immersive VR 

applications, is based on the positive learning effects through an independent and tangible 

experience according to the learning by doing principle. [6,7] A location-independent use of 

VR systems enables a reduction of time and monetary expenses, e.g. travel and preparation 

times, travel costs, costs for energy or expensive consumables, which are used in classical face-

to-face seminars. [6, 8, 9] VR also offers the opportunity to implement situations that in reality 

are extremely challenging, too dangerous or where access to them is not possible. [10 - 12]The 

experience of time travel to historical events is exemplary [10, 13], to name the free exploration 

of the universe and its planets and thus the overcoming of physical barriers. In addition, the 

limits of irreversible decisions in psychologically demanding dangerous situations, such as the 

training of fire brigades under realistic conditions, can be safely enabled [14, 15]. With AR it 

is also possible to display additional content and information in the real environment, directly 

in the user's field of vision. Especially in training, the transfer of knowledge can be supported 

by practical exercises and additional assistance using AR. Additional content can be e.g. 

maintenance plans for machines, instructions, logs or construction drawings. The use of these 

applications is therefore possible in many different industries and scenarios and a corresponding 

trend in the qualification with AR and VR technology is noticeable. The aim is to supplement 

the existing training measures and not replace them. [6] 

The active use of VR/AR systems not only offers the advantage of a resource-saving learning 

opportunity, but also supports self-directed, individual learning. [2, 16] In this way, the users 

can determine their learning times and pace themselves, which makes it easier to impart 

knowledge, especially in the case of instructions for complex processes. The augmenting 

technologies mentioned actively focus on the users through the head-mounted display 

application. [6, 17] This focus on users is also found in the application of quality methods such 

as e. g. Lean Management, since the actors also play a central role here. 



 

Application of VR and AR in industry 

In an industrial environment, VR/AR assistance systems are one of the driving forces of 

digitalization. [6, 18] The rapid development of technical assistance systems is now opening up 

new areas of application for them. The constant digitalization of our society is conducive to the 

spread of such systems, so the availability of smartphones in the private sphere in industrialized 

nations is now taken for granted. [6] For decades, people have been dealing with portable 

hardware for displaying everything from digital content to virtual worlds, but it is only the latest 

developments that make these technologies usable in practical use. [6] Among other things, 

concepts for qualification measures and further training offers in the context of production can 

be supported. In addition to the production environment, assistance systems are also becoming 

increasingly important in the field of education. [6, 10, 19] For example, in medicine, the costly 

training of surgical scenarios is increasingly being replaced by VR and AR applications, or in 

service quality training for preclinical emergency personnel. [20, 21] The digitalization trend 

in teaching also promotes digitalization in further education, which leads to a positive trend in 

the use of VR and AR assistance systems [6]. In addition to an increased interest in VR in the 

engineering field, there is also an increase in the use of digital devices within learning and 

educational offers, as well as in educational research. [22, 23] In particular, VR/AR applications 

have great educational potential by making learning more motivating and inspiring. [24 - 26] 

Among other things, the three basic principles of immersion, interaction and user participation 

are fully taken into account when designing a VR application. [10] In the area of AR 

implementation, the design principles in the area of contextuality, interactivity and spatiality 

should be observed. [27] These interactive possibilities for users make VR and AR a promising 

technology for supported learning processes. [23] 

 

Application of VR and AR in connection with quality methods 

Quality methods, such as those taught in Lean Management and Six Sigma, help to optimize 

processes. These methods have already proven themselves in practice for decades and thus 

contribute to increasing efficiency and effectiveness in companies. The application of these 

methods requires practice, for which VR and AR learning environments can be a help by 

facilitating the transfer of knowledge and lowering the barriers in later practical application. 

[16] Corresponding ongoing and already completed research initiatives have addressed these 



improvement options, but the concrete application is currently still scarce. [7, 9, 14, 28-31] 

Further research revealed that there are initial uses of these technologies in the area of quality 

methods, e.g. with the Virtual Quality Toolbox (VQT) [32]. The VQT uses VR technology in 

seven lessons for learning quality tools. These lessons are Pareto diagram, control chart, 

histogram, fishbone diagram, affinity diagram, why?-why? diagram and force field analysis. 

These quality tools incorporate statistical methods classically associated with Six Sigma. The 

VR applications have been recorded in the VQT as more attractive and convincing learning 

formats, in direct comparison to classical formats, e.g., exercises. Further, self-directed learning 

and illustrated interaction opportunities were rated as beneficial. [32] It should be noted, 

however, that no standardized framework for the implementation of such training offerings is 

apparent in the paper. Likewise, no holistic concept in the sense of Lean Management or Six 

Sigma can be identified, since the selection of the chosen methods was subjective. 

Schematically structured, specific VR/AR learning scenarios for Six Sigma with a focus on 

further training are not known based on current literature research. [33] This lack of a 

standardized framework for implementation means that current VR/AR learning scenarios can 

be found in a confusing variety of isolated applications and different implementation premises, 

such as visual design or even teaching methodology. Questions about the organization of such 

teaching/learning tools within the framework of institutional teaching/learning processes have 

also remained largely unresolved to date [34]. For this reason, the possibilities of the conceptual 

application of VR and AR in the context of Lean Management and Six Sigma are considered in 

more detail. For this purpose, the development of a holistic approach for the creation and 

validation of VR/AR learning environments for further training courses of quality methods is 

necessary and to be considered useful. This is intended to provide orientation for the creation 

of teaching units with virtual and augmented scenarios and is intended to show answers and 

possibilities as to whether and which quality methods from the area of Lean Management and 

Six Sigma can be sensibly implemented in VR and AR. 

 

Research questions on the process model 

Although initial research projects have dealt with VR and AR [7, 9, 14, 28 -31], a uniform, 

standardized approach to the selection, creation and subsequent validation of VR/AR learning 

environments has not yet been developed or established. The holistic approach of the process 

model is therefore intended to provide assistance to get out of the leading areas of quality 

management systems such as e.g. Lean Management and Six Sigma to teach different quality 



methods using VR and AR. For this purpose, the author asks fundamental questions, to which 

the procedure should provide the best possible answers. The overarching challenge is to 

combine quality methods and technological assistance systems in a way that creates value. The 

following questions, which are divided into research question [R] and implementation question 

[I], were initially developed based on this starting position: 

feasibility 

a) Which quality methods can be taught in a VR/AR environment? [R] 

b) Is it possible to map an overlap of higher-level management systems such as Lean and 

Six Sigma with the help of a methodical implementation? Can methods be tested for 

this synergy? [R] 

c) Are the desired quality methods fundamentally suitable for being illustrated in VR/AR? 

[I] 

work organization 

d) What criteria are necessary to make a selection from possible quality methods? [R] 

e) Does an overview of the VR/AR assistance systems make sense, be it for the VR 

hardware and its specific properties, for example, to define further requirements for the 

implementation of the applications? [I] 

f) Does the selection of the assistance systems influence the selection of the quality 

methods? [I] 

Application of the result 

g) Which technical requirements must be ensured by the users to be able to (efficiently) 

use the VR/AR assistance systems? [I] 

h) What training times should be observed to prevent cognitive overload? [R] 

Requirements 

i) What are the basic requirements for creating VR/AR learning environments? [R] 

j) What are the didactic requirements for the implementation of teaching scenarios in 

VR/AR applications? [R] 

Efficiency 

k) Can the targeted quality methods be evaluated relative to the effort and cost in VR/AR 

versus practical exercises? [I] 



Validation 

l) How can the acceptance to use the assistance systems be checked? [R] 

m) What tools are available to validate the approach? [I] 

n) Which requirements have to be met to ensure validation? [I] 

The target is now to answer and validate these questions with the help of a structured procedure. 

This procedure model focuses on the implementation of reality-based assistance systems 

(=Assisted Reality Implementation Model - ARIM) in learning scenarios. 

 

From ADDIE to ARIM  

Assisted Reality Implementation Model (ARIM) is based on the principle of the ADDIE 

instructional design model resp. the product development paradigm with the five phases of 

analysis, design, development, implementation, and evaluation [35 - 37]. This approach is used 

especially in the design of teaching systems and especially learning environments [35, 36]. In 

addition, other models deal with teaching systems and learning environments, such as Gagné, 

Briggs, and Wagner, and the ID model of Dick and Carey. However, these do not consider the 

use of media and therefore do not provide media-specific design specifications. [35] Since the 

ADDIE approach is described as a generative model and concepts as well as theories are 

applicable to specific contexts [36], it serves as a basis for ARIM. The systematic structure of 

the ADDIE approach provides a framework for orientation, especially for complex situations, 

which is essential for a successful educational project [35, 36, 38]. This is reflected, for 

example, in the large number of successfully applied teaching and learning theories [36]. 

 

Figure 1: The ADDIE approach according to Branch 2009 / own illustration 

                           
                    

        

                     
               

                        
                   

                         

                              
         

                         
                

                         
               

                            
                           
                

      

                     
         

                       
          

                       
          

                            
          

                           
                   

           

                     
       

                
                          
       

                  
                     

                  
                         

                     
                  

                             
    

                            
                         

              

                      
        
                      
        

                        
                         
                           
               

          

                        
                   

                    
                      

                         
          



The five ADDIE phases can be broken down into further sub-steps. For example, according to 

Brach, the analysis phase identifies the probable causes of an achievement gap and breaks this 

down into six sub-steps. These are 1. Validation of the performance gap, 2. Determination of 

the teaching objectives, 3. Analyzing the learners, 4. Identification of required resources, 5. 

Determining potential delivery systems (including cost estimates) and 6. Creation of a project 

management plan. Within the design phase, the desired deliverables should be identified and 

relevant testing methods should be reviewed. The design phase consists of four sub-steps 1. 

conducting a task inventory, 2. writing performance objectives, 3. Elaboration of test strategies 

and 4. Calculation of return on investment. The development phase is used to create and 

validate learning resources such as educational media and consists of six sub-steps. Beginning 

with 1. Generation of the content, 2. Selection or development of supporting methods, 3. 

Development of guidance for learners, 4. Development of instructions for teachers, 5. 

Implementation of formative revision and concluding with 6. Implementation of a pilot test. 

The subsequent implementation phase will be used to prepare the learning environment as 

well as the learners. Here, the sub-steps 1. Preparation of the learners and 2. of the teachers will 

be deepened so that an implementation strategy emerges. The final evaluation phase aims at 

the quality assessment of the teaching products and processes before and after the respective 

implementation. Here the sub-steps 1. Determination of the evaluation criteria, 2. Selection of 

the evaluation instruments and 3. Implementation of the evaluation are planned, so that an 

evaluation plan develops. 

Due to changing learning environments caused by external influences such as technological 

tools, technological innovations, and flexible educational systems, the adaptation of the ADDIE 

approach is recommended [36]. Thus, this approach serves as the basis for building the targeted 

model for quality methods training using AR and VR learning environments. In this way, the 

model is verified in the first step and adapted to the specific requirements of the application 

area. 

By focusing on the quality methods, the following characteristics can be stated for the ARIM 

according to the current status: 

a) Due to the long-standing use of the quality methods established today, it is possible 

to fall back on existing learning content. 

b) The target group of learners is already narrowed down due to the aspiration to use the 

developed learning environments in the field of (further) education. 



c) Due to the requirements of an application that is as self-sufficient as possible, the role 

of the teacher is not in focus. 

These characteristics should be taken into account when adapting the ADDIE model. In the 

following step, based on these characteristics, the listed research questions and the review 

recommended according to Branch, an analysis of the ADDIE approach was carried out to 

analyze the individual sub-steps and phases concerning their necessity, sequence and also 

extension. As the first intermediate results it was determined, that the analysis and evaluation 

phase can be taken over from their basic idea. However, individual sub-steps and even 

individual phases of the ADDIE approach cannot be adopted and must be elaborated 

accordingly for the procedure.  

Starting with the analysis phase, the sub-steps 1-3 of the ADDIE approach cannot be adopted 

due to the characteristics a) and b), since an application of the classical quality methods in the 

area of further education is focused. Thus, an adaptation and specification of the sub-steps of 

the analysis phase is necessary. The goal of the newly created analysis phase is to analyze the 

potential of the quality methods for VR and AR. This is then to be named the ARIM potential 

analysis.  

Characteristics b) and c) deviate from the original implementation phase and integrate it as a 

sub-aspect into the design phase. As an example, sub-step 6. "Implementation of pilot projects" 

of the ADDIE approach is now to be integrated into this ARIM design phase. The trigger for 

this is the possibility of multiple testing as well as validation of the individually self-sufficient 

applications, to test and check them for immersibility at an early stage. These additions of 

phase-specific tests are intended to counteract the late discovery of problems, which is criticized 

in the ADDIE approach [35]. Thus, the ADDIE design and development phases are bundled 

into a common ARIM design phase. A further adjustment is made for the sub-step 2. selection 

or development of supporting media of the ADDIE development phase. Especially for the 

application of VR and AR, the selection of hardware has high relevance for the overall process 

due to its functional properties, so this substep has to be done much earlier compared to the 

ADDIE approach. Therefore, this sub-step is integrated into the ARIM potential analysis 

because the virtual learning environment is built on the technology of the hardware. 

Consequently, the potential analysis should be completed first before starting the ARIM design 

phase. By restructuring the phases, ARIM can be divided into three phases, see fig. 2. 



 

Figure 2: Assisted Reality Implementation Model (ARIM) | own illustration 

First, there is a potential analysis, followed by a design phase and finally a validation phase. 

Each of these phases leads to intermediate results that have an impact on the following phase. 

In addition, these phases will provide answers to the previously mentioned questions regarding 

the requirements for ARIM. For example, questions a) to g) with the categories feasibility and 

work organization influence the ARIM potential analysis. 

Each of these three phases (see fig. 2) is subdivided into further sub-steps. The potential 

analysis is divided into four sub-steps: 1.1 Overview of the quality methods, 1.2 Creation of 

the selection criteria, 1.3 Selection of the quality methods according to the selection criteria and 

1.4 Selection of the suitable assistance systems. This mirrors, for example, sub-step 4. 

identification of required resources from the ADDIE approach. Back to the ARIM, steps 1.3 

and 1.4 again have a special influence on each other, depending on the selection of the criterion 

and the assistance. This has the consequence that, depending on the selection of the quality 

methods, the selection of the hardware must be adapted – likewise, this can take place in reverse. 

This can be triggered, for example, by the situational requirement to work with existing 

hardware. This means that the selection of the quality methods according to the selection criteria 

can be made separately, but should be compared again with the overview of the assistance 

systems. 

 

ARIM – Potential analysis 

For sub-step 1.1 an overview of quality methods, a selection of suitable quality methods for a 

VR- or AR-supported learning environment must be made. To obtain an up-to-date overview 

       

                            

                

                               

                               

                         
       

            

                
              

         

                 

         

         
              

          

         

                   
         

           
                   



of the entirety of quality methods, training series and continuing education offerings, e.g., in 

form of workshops, are analyzed, supplemented with literature analyses, and validated with 

expert interviews. In a second step, these results are then checked for their common intersection. 

For this purpose, the principle of the Minimal Viable Product (MVP) can be applied to ensure 

that methods cover the areas of Lean Management and Six Sigma equally in the best possible 

way. Hereby an increase in value, due to the versatile application within the individual quality 

management systems of the selected methods, is to be created. [40] In the following step 1.2 

creation of selection criteria exemplarily the complexity of the use is consulted as a criterion. 

The Excellence Toolbox [41] serves as a basis, which is supplemented around the view of the 

job, processes or data. This is necessary to further specify the quality method selection and to 

better evaluate the application potentials for VR/AR. Once a selection of methods has been 

made for implementation, the aspect of the most interactive possible application of the learning 

environments is taken into account in addition to the goal of sustainable knowledge transfer to 

design the immersive portion of the training as much as possible. 

 

ARIM – Design phase  

Phase 2, the design phase, can be subdivided into conceptual preparations regarding technical, 

didactical and validation, which is reflected in the individual sections. Section (A) includes 

planning the virtual learning environment (VLU) of AR/VR as well as the didactic integration, 

as well as dealing with the technological acceptance. Under section (B), the training design is 

to be conceived. As another specific feature, the design phase in content creation features the 

application of the evolutionary prototyping process [42], whose testing and evaluation character 

is represented by the circles in fig. 2. In combination with the specific tests, the requirements 

of the users can thus be constantly specified and verified. 

Within the design of the virtual learning environment (A), the instructional principles as well 

as the requirements for hardware, software, context of use, degree of reality as well as 

interaction and navigation mode should be dealt with. [11, 43] Basically, a distinction should 

be made between two scenarios - firstly, an entry scenario should be provided for learning, 

testing and orientation within the virtual learning environment, and secondly, a virtual training 

scenario with a focus on quality method teaching. The entry-level scenario should be optional 

and should be seen more as an additional offer that is intended to appeal to users who do not 

yet have much experience with the technology. The introductory scenario helps to reduce the 

cognitive load for operation, to counteract any motional sickness that may arise, and to reduce 



inhibition thresholds in use. By those means it is then possible to focus better on the content-

related task of the respective quality method in the training scenario. To be able to analyze the 

technological acceptance (A), the Technology Acceptance Model (TAM) according to Davis 

[44] is used and extended by essential items in connection with VR/AR [45], like cognitive load 

or also motion sickness. [46 - 48] The goal is to achieve an adaptation of the TAM to an 

immersive focus. This adaptation and the associated query of acceptance must be validated 

separately, e. g. in the form of questionnaires based on the TAM 3 [49] or UXIVE Model [50]. 

Under the didactic design (A) counts among other things the argument with the aspects of 

learning-theoretical frameworks, learning methods, learning contents, learning types and 

teaching forms. 

The conceptional training design (B) can be further divided into two areas - one for VR/AR 

preparation and one for validation preparation. VR/AR preparation includes the creation of a 

guide for the users and the provision of VR/AR glasses. The latter includes, among other things, 

playing with the virtual learning environment, issuing access authorizations and taking out the 

necessary insurance policies, as well as an overview of standardized hygiene measures. The 

guide is intended to serve as an aid and provides information on basic instructions, the hardware 

itself, setting up the VR/AR glasses, the procedure, starting the virtual learning environment, 

cleaning and packaging, and contact options. The planning for the execution of the evaluation 

includes the creation of a questionnaire as well as a schematic procedure, which also covers 

aspects like the acquisition of the participants with the collection of the previous knowledge 

and the organization of the training framework. The creation of the questionnaire contains the 

partial steps 1. Preliminary work, 2. Questionnaire production, 3. Execution, 4. Results and 

afterwards 5. Evaluation. [51 - 54] 

Step 1: Preliminary work deals with the structure of the questionnaire, e.g. number of categories 

and questions, type of questions (closed, semi-open, open questions), free text options, or scale 

levels. In sub-step 2. Questionnaire design, the advantages and disadvantages of an analog and 

digital questionnaire should be weighed up, as well as their access or distribution options. 

According to this decision, sub-steps 3 to 5 are to be adapted and open questions are to be 

clarified, e.g. whether further aids such as tablets are necessary or not. The design phase thus 

serves a material design for the VR/AR learning environment. The creation of a VR/AR 

learning environment maps an iterative development process that is also to be validated 

iteratively through various usability tests. These can be divided into four types: exploratory, 

assessment, validation, and comparison tests [35], see fig. 2. Possibilities for implementation 

include questionnaires, group discussions, video analysis, observations, thinking aloud, and 



various forms of interviews. [55] Each specific test is again aid for the further elaboration of a 

scenario. That means at the beginning a first, simple test scenario is to be compiled, a so-called 

"rudimentary prototype", which can be optimized with the help of the exploration test in the 

follow-up. Only a small number of test subjects is necessary. [35] After successful testing and 

implementation of individual functions, a "final prototype" for quantitative data collection 

should be tested with the help of so-called assessment tests. Through the subsequent validation 

test, initial testing takes place in the entirety of the virtual learning environment in the targeted 

training framework. This early testing, subsequent improvement and its repetition avoid costly 

errors and costly correction loops. This represents an iterative approach. In the long run, 

comparative tests can be used to verify sustainable knowledge transfer.  

Phase 3, validation, focuses on the design of practical implementation. Here, with the help of a 

validation test, the entirety of the AR/VR learning environment in the training framework is to 

be carried out for the first time, tested, evaluated and assessed. The validation test resembles 

the quantitative evaluation, so a higher number of learners to be interviewed, about 20 

participants and more, is necessary. [56, 57] The results should give conclusions about the 

acceptance as well as improvements of the virtual learning environments and the holistic view 

of the ARIM. 

 

ARIM – Potential analysis in practice 

The development of ARIM, which enables the flexible use of VR/AR, is being tested for its 

applicability and completeness in the WILLEN research project. The background to the creation 

of VR and AR training units is to link attendance phases that are as compressed as possible in 

a continuing education institute with teaching units that can be attended flexibly online and 

from home. The project aims to promote sustainable continuing education through the use of 

technological assistance systems. Further education and thus also the qualification of persons 

should be better compatible with operational and family conditions. Specifically, the potential 

analysis phase was currently carried out in the project. In the first sub-step of the potential 

analysis, an overview of quality methods from the area of Lean Management and Six Sigma 

was created. Thereby extensive literature research as well as an analysis of existing training 

series and further education offers took place. The first result was an overview of 68 quality 

methods, which were examined in the next step for their synergetic application within Lean 

Management and Six Sigma. According to the MVP principle, 12 quality methods have been 

identified as a common intersection. These include the quality methods of: 



- Brainstorming 

- Failure Mode and Effects Analysis (FMEA)  

- Flowchart 

- Ishikawa – diagram 

- Cost-benefit analysis 

- Plan-Do-Check-Act phases (PDCA) 

- Poka Yoke 

- Process documentation 

- Prozess mapping 

- Supplier, Input, Process, Output, Customer (SIPOC) 

- Swimlanes 

- Value stream mapping 

In the second step of the ARIM potential analysis, it should be possible to evaluate a VR/AR 

implementation concerning the generation of added value by creating selection criteria. For this 

purpose, 13 criteria are used. The criteria  

- Organizational techniques  

- Behavioral Techniques  

- Purpose 

- Graphic result  

- Required qualification  

- Impact on the quality 

- Complexity of use 

- Time required for implementation 

are based on the Excellence Toolbox, see ARIM potential analysis. The original criterion 

possibility of execution by only one person was adapted to solo or team work. Furthermore, the 

criteria were supplemented with additional quality method-specific criteria. Thus, in the 

following criteria are to be applied: Organizational techniques (1), technology evaluating 

techniques (2), behavioral techniques (3), purpose (4), presentation of graphical results (5), 

required qualification of employees (6), impact on the quality (7), focus on the process (8), data 

(9) and workplace (10) as well as complexity of use (11), time required for implementation (12) 

as well as the criterion solo or team work (13). An excerpt of these can be seen in table 1. The 

entire table can be found at [58]. 



Table 1: An excerpt of the selection of quality methods according to criteria (ARIM - Step 1.3) | own illustration 

 

Organizational techniques are understood as the systematic approach to designing 

organizational structures. The criterion technology evaluating techniques represents the 

approach to improving production and service processes based on statistical, data evaluating 

procedures. Behavioral techniques are about the impact of employees on the overall 

organizational structure. These three criteria serve as an overview in which areas the quality 

methods are used and whether specific requirements for the realization in VR/AR can be 

derived for the design phase. The Purpose criterion has the following sub-aspects: 
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1
organisational 

techniques

2
Technology 

evaluation 

3
Behavior 

techniques

4

Purpose - Decomposition 

- Grouping

- Pointing out 

relationships

- Creative techniques 

of teamwork

- Decomposition

- Grouping

- Flow description

- Process variation analysis 

- Analysis of process accuracy

- Classification and labeling of 

critical elements

- Identifying relationships

- Management of goals/changes

- Decomposition

- Grouping

- Flow 

description

- Analysis of 
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- Pointing out 
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5
Graphical result

map, sheet matrix, table, list
sheet, map, 

diagram

6
Required 

qualification 

7
Impact on the 

quality
S, M, L M, L S,M

8 Focus process

9 Focus data

10 Focus workplace

11
Complexity of use

12
Time required for 

implementation

13
Solo- or team 

work
(SW) TW SW, TW SW, TW

Index 17 37 27

Conclusion

Potential for VR no yes no

Potential for AR no yes no

Legend: Harvey Balls: Experience-based evaluation of the respective criterion; 

S = short term, M = medium term, L = long term; SW= Solo work, TW = team work

Methode



Decomposition, Grouping, Flow Description, Analysis of Process Variation, Analysis of 

Process Accuracy, Classification and Labeling of Critical Elements, Showing Relationships, 

Management of Goals/Changes, and Creative Teamwork Techniques. This allows a specific 

grouping of the quality method. The information of the graphical results should give an 

overview of the type and manner used in presence. This includes the use of the types diagram, 

map, matrix, table, list and sheet. The classification provides orientation as to which means are 

necessary for VR and AR respectively which aspects should be paid attention to during the 

realization. It can also provide an initial assessment of the effort required for implementation. 

The criterion required quality of the employees can be classified from low to very high. This 

allows conclusions to be drawn about the requirements for VR/AR implementation. For 

example, if a very comprehensive qualification is required, the implementation in VR should 

either be as simple as possible, with little potential for distraction, or implemented with different 

user levels. For example, when using different user levels, in VR the learner could choose a 

level between Novice, Advanced, and Professional at the beginning. The Novice level could, 

for example, work with further options, an additional instruction text or support functions. The 

professional level, on the other hand, could be designed to be more streamlined. The criterion 

impact on the quality is divided into short term, medium term or long term. This is the effect of 

the quality method used, how quickly an improvement can be determined and thus the quality 

of, for example, the processes can be optimized. The criteria focus on process, data and 

workplace help to gain an overview of the areas in which the quality methods are used. This 

classification of the last four mentioned criteria gives a specific overview of the quality methods 

and thus enables prioritization of the VR/AR implementation, e.g. if a balanced mixture of the 

presented areas is aimed at. Likewise, the expenditure of the realization can be better estimated. 

If, for example, only the workplace is considered, this can mean less effort in the 

implementation compared to a holistic process consideration, which consists of many steps and 

thus becomes more complex in the implementation. The criterion complexity of use describes 

the degree of difficulty of the method. The time required for implementation is clustered into 

low to very high. Thereby low counts as an effort of a few weeks to 2 months, medium the time 

consideration of >2 - 6 months and very high a period of 12 months or longer. This time 

expenditure gives an orientation of the complexity and thus also of the effort of the 

implementation in VR and AR. The last criterion solo- or teamwork, enables the classification 

of the quality methods in the degree of collaboration. For example, if the quality method 

represents pure teamwork, it is necessary to consider how it can be represented in VR. Is an 

interactive application possible through the sole use of VR glasses, can the virtual learning 



environment only be used in multiuser mode, or is a VR cave required are just a few clues that 

must then be clarified in the design phase. 

An overview of sub-step 3. selection of quality methods according to criteria can be seen in 

figures 2.1 and 2.2. The individual criteria were evaluated in two systems: firstly via Harvey-

Balls as a 5-level scale [59] (criteria 1-3,6,8-12) and secondly via quantitative enumerations of 

possible results of the respective criterion (4-5, 7, 13). The index is a relative classification of 

the methods to each other about their extent and applicability to the evaluation criteria. It can 

be used as an orientation for depth, scope, complexity and effort in the implementation of a 

virtual learning environment for the respective method, even if it does not make an explicit 

statement about it. The index forms the quantitative sum of the results of all evaluation criteria 

of a method, adding the scale of Harvey balls with the sum of the result enumerations of criteria. 

A maximum index value of 56 can be achieved. So that a realization in VR/AR should be aimed 

at, an index value of at least 28 or greater is reasonable. The minimum score of 28 ensures a 

quantitative implementation of the method in VR/AR, so that a sufficient minimum coverage 

of the criteria is fulfilled. 

In table 1 it becomes clear that not all quality methods standing to the selection are meaningful 

for the desired realization and thus no further consideration is given. Particularly with the 

method Flowchart, it concerns a schematic representation of function modes, processes and 

programs and with the method process documentation mainly around the documentation of the 

won realizations, so that after today's state of the art writing in real-time within the VR is 

problematic. [60] This challenge can cause a disruptive factor within VR, which can frustrate 

and demotivate the learner. In the context of an accompanying cognitive overload, the 

realization should be critically considered whether the added value is enabled by the VR 

application or whether a different form of representation is appropriate. In contrast, the 

Swimlanes method, which considers processes across departments, is seen to add value in the 

implementation of VR, contrary to the evaluation. VR offers a high potential to represent 

different and complex scenarios, which in reality may be significantly more costly to represent 

in terms of space, resources, etc. If this method is now added, there are 8 quality methods to 

choose from for the AR area, and 9 quality methods in the VR area. These are 

• FMEA  

• Flowchart  

• Ishikawa  

• Plan-Do-Check-Act phases (PDCA),  



• Poka Yoke  

• Process documentation 

• Supplier, Input, Process, Output, Customer (SIPOC)  

• Swimlanes  

• Value stream mapping 

The last sub-step 4. selection of assistance systems provides an overview of the manufacturers 

and the necessary information such as costs, video quality/resolution, display resolution, field 

of view, weight, software, type of navigation, battery capacity, tracking options, availability of 

hardware and in the area of VR the criterion of degrees of freedom. Due to the requirement of 

self-sufficient use, standalone VR glasses are targeted in the VR domain so that self-paced, 

interactive learning is encouraged among participants with minimal hardware requirements. 

This requirement significantly limits the choice of possible vendors, so two systems were 

available for selection. Considering the initial cost, the Quest 2 system from Oculus is used. A 

standalone variant always poses a challenge about the available polygon capacity of the display, 

so after the decision of the hardware basis, the selection of the quality method and its complexity 

must be checked again, taking into account the selected hardware. The degree of complexity is 

reflected in the effort of creation, which can also be quantified in costs. This is to be brought in 

connection with the immersion possibility. The classification, which was discussed and 

confirmed in the context of an interdisciplinary consortium, can be seen in figure 3. 

 



 

Figure 3: Cost-immersive utilization analysis of quality methods | own illustration 

For a further delimitation for the concrete conversion of the quality methods the Define - 

Measure - Analyse - Improve - Control (DMAIC) cycle of the Six Sigma is consulted. [61] To 

achieve a balanced application of the individual quality methods per DMAIC phase, it is 

recommended the 5 methods Ishikawa, FMEA, Swimlanes, SIPOC and PDCA, in the focus of 

the potential realization lie. Each of these methods can be assigned to a respective phase. The 

exact design and requirement for the realization should be gone through in the subsequent 

ARIM design phase with its sub-steps. 

 

Summary and future work 

The training of quality methods with the help of AR and VR glasses is a promising field of 

application that has received little consideration in research and industry today. Digital 

assistance systems for training purposes offer many advantages compared to traditional face-

to-face events, such as time independence of the training for the participants. To address the 

emerging need for research, the Assisted Reality Implementation Model (ARIM) was 

developed. For this purpose, the potential analysis contained in it has already been successfully 

carried out. In the process, a comprehensive overview of potential quality methods was created. 

Based on the selection criteria for the VR/AR realization as well as the technical requirements, 



this overview could be narrowed down in a meaningful way, so that a certain selection of quality 

methods for the virtual learning environment could be focused on. These include the Ishikawa, 

Plan-Do-Check-Act, and Failure Mode and Effects Analysis quality methods. The next step is 

to implement the design phase of the ARIM. In the realization of the virtual learning 

environment, the aim is to make the interaction as intuitive as possible so that it can be used by 

participants in everyday life without much additional effort. 

 

Statements and Declaration 

Declarations 

Conflict of interest The authors declare that they have no confict of interest. 

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 

License, which permits use, sharing, adaptation, distribution and reproduction in any medium 

or format, as long as you give appropriate credit to the original author(s) and the source, provide 

a link to the Creative Commons licence, and indicate if changes were made. The images or 

other third party material in this article are included in the article’s Creative Commons licence, 

unless indicated otherwise in a credit line to the material. If material is not included in the 

article’s Creative Commons licence and your intended use is not permitted by statutory 

regulation or exceeds the permitted use, you will need to obtain permission directly from the 

copyright holder. To view a copy of this licence, visit 

http://creativecommons.org/licenses/by/4.0/. 

 

  



References 

[1] Horst, R.; Naraghi-Taghi-Off, R.; Rau, L.; Dörner, R.: Remote Emergency Teaching and Virtual 

Reality Education: A Case-Study Using VR Nuggets in Non-VR Courses. In: DELFI2021 19. 

Fachtagung Bildungstechnologien der GI. Proceedings of DELFI Workshops 2021. DELFI, 

13.08.2021, Dortmund. Hrsg.: Andreas Lingnau. Hochschule Ruhr West 2021 2021, S. 35–46 

[2] Hönig, J.; Schnierle, M.; Hüttenberger, M.; Polak, C.; Röcj, S.: Mixed-Reality-in-the-Loop 

Simulation für Schulungen im Maschinen- und Anlagenbau. In: DELFI2021 19. Fachtagung 

Bildungstechnologien der GI. Proceedings of DELFI Workshops 2021. DELFI, 13.08.2021, 

Dortmund. Hrsg.: Andreas Lingnau. Hochschule Ruhr West 2021 2021. https://repositorium.hs-

ruhrwest.de/frontdoor/deliver/index/docId/733/file/DELFI_2021_WS.pdf, abgerufen am 06. 

Januar 2022 

[3] Behmadi, S.; Asadi, F.; Okhovati, M.; Ershad Sarabi, R.: Virtual reality-based medical 

education versus lecture-based method in teaching start triage lessons in emergency medical 

students: Virtual reality in medical education. Journal of advances in medical education & 

professionalism 10 (2022) Nr. 1, S. 48–53 

[4] Blömer, L.; Voigt, C.; Hoppe, U.: Corona-Pandemie als Treiber digitaler Hochschullehre. In: 

Zender, R.; Ifenthaler, D.; Leonhardt, T.; Schumacher, C. (Hrsg.): DELFI 2020. Die 18. 

Fachtagung Bildungstechnologien der Gesellschaft für Informatik e.V.: 14.-18. September 

2020, Online. GI-Edition - Lecture Notes in Informatics Proceedings. volume P-308. 

Gesellschaft für Informatik, Bonn 2020. 

https://dl.gi.de/bitstream/handle/20.500.12116/34181/343%20DELFI2020_paper_48.pdf?sequ

ence=1&isAllowed=y, abgerufen am 02. Juni 2022 

[5] Lau, K. W.; Lee, P. Y.: Using virtual reality for professional training practices: exploring the 

factors of applying stereoscopic 3D technologies in knowledge transfer. Virtual Reality 25 

(2021) Nr. 4, S. 985–998 

[6] Zobel, B.; Werning, S.; Metzger, D.; Tomas, O.: Augmented und Virtual Reality: Stand der 

Technik, Nutzenpotenziale und Einsatzgebiete. In: Witt, C. de; Gloerfeld, C. (Hrsg.): Handbuch 

Mobile Learning. Handbuch. 1. Auflage. Springer VS, Wiesbaden 2018. 

https://link.springer.com/content/pdf/10.1007/978-3-658-19123-8_7.pdf, abgerufen am 03. Juni 

2022 

[7] Miriam Mulders; Andrea Schmitz; Matthias Weise; Raphael Zender: Evaluierung einer VR-

Lackierwerkstatt im agilen Projektvorgehen. In: DELFI2021 19. Fachtagung 

Bildungstechnologien der GI. Proceedings of DELFI Workshops 2021. DELFI, 13.08.2021, 

Dortmund. Hrsg.: Andreas Lingnau. Hochschule Ruhr West 2021 2021. 

https://www.researchgate.net/publication/354381302_Evaluierung_einer_VR-

Lackierwerkstatt_im_agilen_Projektvorgehen 

[8] Riemann, T.; Kreß, A.; Roth, L.; Staiger, B.; Metternich, J.; Grell, P.: Virtual Reality in der 

betrieblichen Bildung. ZWF 115 (2020) Nr. 10, S. 673–676 

[9] Thomas, O.; Metzger, D.; Niegemann, H. (Hrsg.): Digitalisierung in der Aus- und 

Weiterbildung. Virtual und Augmented Reality für Industrie 4.0. Springer Berlin Heidelberg, 

Berlin, Heidelberg 2018 

[10] Freina, L.; Ott, M.: A Literature Review on Immersive Virtual Reality in Education: State Of 

The Art and Perspectives (2015) 

[11] Tönnis, M.: Augmented Reality. Einblicke in die Erweiterte Realität. 0. Springer Berlin 

Heidelberg, Berlin, Heidelberg 2010 



[12] Kapp, F.; Matthes, N.; Kruse, L.; Niebeling, M.; Spangenberger, P.: Fehlerdiagnose mit Virtual 

Reality trainieren – Entwicklung und Erprobung einer virtuellen Offshore-Windenergieanlage. 

Z. Arb. Wiss. (2022) 

[13] Awang, N.; Yaakub, A. R.; Othman, Z.: Assessing User Acceptance towards Virtual Museum: 

The Case in Kedah State Museum, Malaysia. In: 2009 Sixth International Conference on 

Computer Graphics, Imaging and Visualization. 2009 Sixth International Conference on 

Computer Graphics, Imaging and Visualization (CGIV), 11.08.2009 - 14.08.2009, Tianjin, 

China. IEEE 2009, S. 158–163 

[14] Mossel, A.; Schoenauer, C.; Froeschl, M.; Peer, A.; Goellner, J.; Kaufmann, H.: Immersive 

training of first responder squad leaders in untethered virtual reality. Virtual Reality 25 (2021) 

Nr. 3, S. 745–759 

[15] Williams-Bell, M. F.; Kapralos, B.; Hogue, A.; Murphy, Murphy, Bernadette A.: Using Serious 

Games and Virtual Simulation for Training in the Fire Service: A Review. Fire Technol 51 

(2015) Nr. 3, S. 553–584 

[16] Hussein, M.; Nätterdal, C.: The Benefits of Virtual Reality in Education- A comparision Study. 

Chalmers University of Technology and University of Gothenburg, Göteborg 2015 

[17] Studie Virtual Reality / Augmented Reality 2019. Hrsg.: IDG Business Media GmbH. 

https://www.google.com/search?q=Studie+Virtual+Reality+%2F+Augmented+Reality%3B+I

DG+Business+Media+GmbH%3B+2019&rlz=1C1CHBF_deDE920DE920&oq=Studie+Virtu

al+Reality+%2F++Augmented+Reality%3B+IDG+Business+Media+GmbH%3B+2019&aqs=

chrome.69i57.635j0j15&sourceid=chrome&ie=UTF-8, abgerufen am 14. Januar 2022 

[18] Bellalouna, F.: The Augmented Reality Technology as Enabler for the Digitization of Industrial 

Business Processes: Case Studies. Procedia CIRP 98 (2021), S. 400–405 

[19] Kljun, M.; Geroimenko, V.; Čopič Pucihar, K.: Augmented Reality in Education: Current Status 

and Advancement of the Field. In: Geroimenko, V. (Hrsg.): Augmented Reality in Education. 

Springer Series on Cultural Computing. Springer International Publishing, Cham 2020, S. 3–21 

[20] Moshtaghi, O.; Kelley, K. S.; Armstrong, W. B.; Ghavami, Y.; Gu, J.; Djalilian, H. R.: Using 

Google Glass to solve communication and surgical education challenges in the operating room. 

The Laryngoscope 125 (2015) Nr. 10, S. 2295–2297 

[21] Rad, R. F.; Sadrabad, A. Z.; Nouraei, R.; Khatony, A.; Bashiri, H.; Bozorgomid, A.; Rezaeian, 

S.: Comparative study of virtual and face-to-face training methods on the quality of healthcare 

services provided by Kermanshah pre-hospital emergency staff (EMS): randomized educational 

Intervention trial. BMC medical education 22 (2022) Nr. 1, S. 203 

[22] Radianti, J.; Majchrzak, T. A.; Fromm, J.; Wohlgenannt, I.: A systematic review of immersive 

virtual reality applications for higher education: Design elements, lessons learned, and research 

agenda. Computers & Education 147 (2020), S. 103778 

[23] Schmitz, A.; Mulders, M.: Institutionelle Rahmenbedingungen für den Einsatz von Virtual 

Reality als Lerntechnologie. Systematisierung von Einflussfaktoren auf die Implementierung 

von VR. In: DELFI2021 19. Fachtagung Bildungstechnologien der GI. Proceedings of DELFI 

Workshops 2021. DELFI, 13.08.2021, Dortmund. Hrsg.: Andreas Lingnau. Hochschule Ruhr 

West 2021 2021, S. 47–58 

[24] Akçayır, M.; Akçayır, G.: Advantages and challenges associated with augmented reality for 
education: A systematic review of the literature. Educational Research Review 20 (2017), S. 1–
11 



[25] Cheng, K.-H.; Tsai, C.-C.: Affordances of Augmented Reality in Science Learning: Suggestions 

for Future Research. J Sci Educ Technol 22 (2013) Nr. 4, S. 449–462 

[26] Radu, I.: Augmented reality in education: a meta-review and cross-media analysis. Pers Ubiquit 

Comput 18 (2014) Nr. 6, S. 1533–1543 

[27] Krüger, J. M.; Buchholz, A.; Bodemer, D.: Augmented Reality in Education: Three Unique 

Characteristics from a User’s Perspective. In: Chang, M.; So, H.-J.; Wong, L.-H.; Yu, F.-Y.; 

Shih, J.-L. (Hrsg.): 27th International Conference on Computers in Education. Conference 

Proceedings Volume 1. vol 1. Asia-Pacific Society for Computers in Education, Taiwan 2019, 

S. 412–422 

[28] Beckmann, J.; Menke, K.; Weber, P.: Holistic Evaluation of AR/VR-Trainings in the ARSuL-

Project. In: INTED2019 Proceedings. 13th International Technology, Education and 

Development Conference, 11.03.2019 - 13.03.2019, Valencia, Spain. Hrsg.: Gómez Chova, L.; 

López Martínez, A.; Candel Torres, I. IATED 2019, S. 4317–4327 

[29] Zender, R.; Weise, M.: VR-Lernumgebungen am Beispiel der Lackierwerkstatt im Projekt 

HandLeVR. In: Schumacher, C. (Hrsg.): Proceedings of the DELFI Workshops 2020. 

Gesellschaft für Informatik e.V., Bonn 2020, S. 20–30 

[30] Haase, T.; Keller, A.; Radde, J.; Berndt, D.; Fredrich, H.; Dick, M.: Anforderungen an die 

lerntheoretische Gestaltung arbeitsplatzintegrierter VR-/AR-Anwendungen. In: Digitaler 

Wandel, digitale Arbeit, digitaler Mensch? Frühjahrskongress 2020, Berlin. Hrsg.: GfA, D. 

2020, S. 1–6 

[31] Felix Bork; Alexander Lehner; Daniela Kugelmann; Ulrich Eck; Jens Waschke; Nassir Navab 

(Hrsg.): VesARlius: An Augmented Reality System for Large-Group Co-located Anatomy 

Learning. 2019 IEEE International Symposium on Mixed and Augmented Reality Adjunct 

(ISMAR-Adjunct), 10.10.2019 - 18.10.2019, Beijing, China. IEEE 2019 

[32] Gorski, F.; Starzynska, B.; Bun, P.; Kujawinska, A.: Virtual quality toolbox - learning of quality 

management in immersive environment. In: Bruzzone, A. G. (Hrsg.): The 4th International 

Conference of the Virtual and Augmented Reality in Education (VARE 2018). Budapest, 

Hungary, 17 - 19 September 2018, Rende, Italy 2018, S. 177–182 

[33] Zhao, H.; Zhao, Q. H.; Ślusarczyk, B.: Sustainability and Digitalization of Corporate 

Management Based on Augmented/Virtual Reality Tools Usage: China and Other World IT 

Companies’ Experience. Sustainability 11 (2019) Nr. 17, S. 4717 

[34] Zender, R.; Söbke, H.; Mulders, M.: 4. Workshop VR/AR-Learning. In: DELFI2021 19. 

Fachtagung Bildungstechnologien der GI. Proceedings of DELFI Workshops 2021. DELFI, 

13.08.2021, Dortmund. Hrsg.: Andreas Lingnau. Hochschule Ruhr West 2021 2021 

[35] Niegemann, H. M.; Domagk, S.; Hessel, S.; Hein, A.; Hupfer, M.; Zobel, A.: Kompendium 

multimediales Lernen. X.media.press. Springer Berlin Heidelberg, Berlin, Heidelberg 2008 

[36] Branch, R. M.: Instructional Design: The ADDIE Approach. Springer US, Boston, MA 2009 

[37] Molenda, M.: In search of the elusive ADDIE model. Perf. Improv. 42 (2003) Nr. 5, S. 34–36 

[38] Zulkifli, H.; Razak, K. A.; Mahmood, M. R.: The Usage of ADDIE Model in the Development 

of a Philosophical Inquiry Approach in Moral Education Module for Secondary School 

Students. CE 09 (2018) Nr. 14, S. 2111–2124 

[39] Niegemann, H.; Niegemann, L.: Design digitaler Aus- und Weiterbildungsszenarien. In: 

Thomas, O.; Metzger, D.; Niegemann, H. (Hrsg.): Digitalisierung in der Aus- und 



Weiterbildung. Virtual und Augmented Reality für Industrie 4.0. Springer Berlin Heidelberg, 

Berlin, Heidelberg 2018, S. 75–91 

[40] Lenarduzzi, V.; Taibi, D.: MVP Explained: A Systematic Mapping Study on the Definitions of 

Minimal Viable Product. In: 2016 42th Euromicro Conference on Software Engineering and 

Advanced Applications (SEAA). 2016 42th Euromicro Conference on Software Engineering 

and Advanced Applications (SEAA), 31.08.2016 - 02.09.2016, Limassol, Cyprus. IEEE 2016, 

S. 112–119 

[41] Starzyńska, B.; Hamrol, A.: Excellence toolbox: Decision support system for quality tools and 

techniques selection and application. Total Quality Management & Business Excellence 24 

(2012) Nr. 5-6, S. 577–595 

[42] Naumann, J. D.; Jenkins, A. M.: Prototyping: The New Paradigm for Systems Development. 

MIS Quarterly 6 (1982) Nr. 3, S. 29–44 

[43] Roussou, M.: Learning by doing and learning through play. Comput. Entertain. 2 (2004) Nr. 1, 

S. 10 

[44] Davis, F. D.: A technology acceptance model for empirically testing new end-user information 

systems: theory and results 1985 

[45] Pletz, C.; Zinn, B.: Technologieakzeptanz von virtuellen Lern- und Arbeitsumgebungen in 

technischen Domänen, Journal of Technical Education (JOTED), Bd. 6 Nr. 4 (2018): Journal of 

Technical Education (JOTED) (2018) 

[46] Kim, M. J.; Lee, C.-K.; Jung, T.: Exploring Consumer Behavior in Virtual Reality Tourism 

Using an Extended Stimulus-Organism-Response Model. Journal of Travel Research 59 (2020) 

Nr. 1, S. 69–89 

[47] Bimberg, P.; Weissker, T.; Kulik, A.: On the Usage of the Simulator Sickness Questionnaire for 

Virtual Reality Research. In: 2020 IEEE Conference on Virtual Reality and 3D User Interfaces 

workshops. VRW 2020 : proceedings : 22-26 March 2020, Atlanta, Georgia. 2020 IEEE 

Conference on Virtual Reality and 3D User Interfaces Abstracts and Workshops (VRW), 

3/22/2020 - 3/26/2020, Atlanta, GA, USA. IEEE, Piscataway, NJ 2020, S. 464–467 

[48] Żukowska, M.; Buń, P.; Górski, F.; Starzyńska, B.: Cyber Sickness in Industrial Virtual Reality 
Training. In: Trojanowska, J.; Ciszak, O.; Machado, J. M.; Pavlenko, I. (Hrsg.): Advances in 

Manufacturing II. Lecture Notes in Mechanical Engineering. Springer International Publishing, 

Cham 2019, S. 137–149 

[49] Venkatesh, V.; Bala, H.: Technology Acceptance Model 3 and a Research Agenda on 

Interventions. Decision Sciences 39 (2008) Nr. 2, S. 273–315 

[50] Tcha-Tokey, K.; Loup-Escande, E.; Christmann, O.; Richir, S.: A questionnaire to measure the 

user experience in immersive virtual environments: Richir (Hg.) 2016 – Proceedings of the 2016 

Virtual, S. 1–5 

[51] Möhring, W.; Schlütz, D.: Handbuch standardisierte Erhebungsverfahren in der 

Kommunikationswissenschaft. Springer Fachmedien Wiesbaden, Wiesbaden 2013 

[52] Lederer, B.: Quantitative Methoden Available online at 

https://www.uibk.ac.at/iezw/mitarbeiterinnen/senior-

lecturer/bernd_lederer/downloads/quantitativedatenerhebungsmethoden.pdf, last retrieved 

16.06.2022 

[53] Sedlmeier, P.; Renkewitz, F.: Forschungsmethoden und Statistik in der Psychologie. Studium 

Psychologie. Pearson Deutschland, München 2007 



[54] Moosbrugger, H.; Kelava, A. (Hrsg.): Testtheorie und Fragebogenkonstruktion. Springer-

Lehrbuch. 2. Aufl. 2012. Springer Berlin Heidelberg, Berlin, Heidelberg 2011 

[55] Buber, R.; Holzmüller, H. (Hrsg.): Qualitative Marktforschung. Konzepte - Methoden - 

Analysen. Gabler-Lehrbuch. 2., überarb. Aufl. Gabler, Wiesbaden 2009 

[56] Dobrovolny, J. L.; Fuentes, S. C. G.: Quantitative versus qualitative evaluation: A tool to decide 

which to use. Perf. Improv. 47 (2008) Nr. 4, S. 7–14 

[57] Fröhlich, M.; Mayerl, J.; Pieter, A.; Kemmler, W.: Einführung in die Methoden, Methodologie 

und Statistik im Sport. Springer Berlin Heidelberg, Berlin, Heidelberg 2020 

[58] Karcher, A.; Prinz, C.; Kuhlenkötter, B.: Qualitätsmethoden in VR/AR. Auswahlkriterien zur 

Bestimmung von relevanten Qualitätsmethoden für virtuelle Lernumgebungen in Augmented 

und Virtual Reality. Schriftenreihe des Zentrums für Produktionssysteme (2022) Nr. 01, S. 1–
10 

[59] Aityan, S. K.: Business Research Methodology. Research Process and Methods. Springer eBook 

Collection. 1st ed. 2022. Springer International Publishing; Imprint Springer, Cham 2022 

[60] Zender, R.; Fell, T.: VRARBB@SocialVR. Wie können Lernende und Lehrende angemessen 

auf VR/AR vorbereitet werden? VRARBB@SocialVR, AltspaceVR, 2. November 2020 

[61] Christ, J. P.: Intelligentes Prozessmanagement. Springer Fachmedien Wiesbaden, Wiesbaden 

2015 


