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Abstract

Hepatocellular carcinoma (HCC), “primary” cancer of the liver is the
fourth most common cause of cancer related death worldwide. However,it
can be reduced by early detection and diagnosis. With increasing use
of Computed topography (CT) and Magnetic resonance (MR) imaging
for diagnosis, traditional classification cancer manually is a difficult and
time consuming task showing limitations in large and diverse datasets.
Computer Aided Diagnosis (CAD) can play a key role in the early detec-
tion and diagnosis of liver cancer. Therefore the main objective of this
work is to detect the liver cancer accurately using deep learning. We
propose a novel CAD framework using convolution neural networks and
transfer learning (pre-trained VGG-16 and MonileNet-V1 model). The
classification accuracy of HCC reaches 96%. The system consists of three
stages: (i) data collection , (ii) Data processing and (iii) Data Analysis.

Keywords: Liver tumor, HCC, deep learning, transfer learning, VGG-16,
MobileNet-V1.

1 Introduction

Liver, the largest gland in the body, plays a vital and essential role to keep
us alive. Its important functions are the storage of vitamins and nutrients,
the production of bile essential for the digestions of fats,the filtration and
the transformation of toxic substances in the blood. It also contributes to the
storage of sugars and vitamins.

1
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Liver cancer, ranked the 6th type of diagnosed cancer and the 3rd leading
cause of death in the world in 2018 with around 841,000 new cases and 782,000
deaths per year [1]. Hepatocellular carcinoma (HCC)[2][3] is the most common
type of primary liver cancer (accounting for 75% to 90% of cases). In most
regions at high-risk of HCC (China, East Africa and Europe). The main deter-
minants are infection with hepatitis B (HBV) or C (HCV), or cirrhosis of the
liver caused by alcoholism. The incidence is higher in men than in women (the
5th cancer in men and the 9th in women) with a rate of 15.5% and 6.5% [4].

There are various modalities for diagnosing HCC liver lesions, such as CT
scan and/or magnetic resonance imaging (MRI) with multiphase injection of
contrast product, which are the two reference examinations that give precise
images of the tumor and allow to see a possible extension to blood vessels of
the liver [5].

However, a manual interpretation of a huge number of medical images can
be a tedious and time consuming task, and can easily lead to errors for the
radiologist when visually analyzing the image.

Consequently, since the 1980s, computer assisted diagnostic systems
(CAD)[6][7] have been introduced to characterize liver damage. These systems
which are based primarily on medical imaging and machine learning tech-
niques, have proven high reliability and have become almost mandatory for
use in clinical diagnosis, classification and treatment planning.

And as it is well known, Early detection of tumors plays a key role in the
diagnosis of liver cancer and can improve long-term survival rates and avoid
the risk of liver biopsy and surgery as well.

This helps automate the process so that a large number of cases can be
treated, and provides quick and accurate results [8] especially with the dig-
itization and immense progress in medical imaging as well as the massive
improvement of artificial intelligence (AI) and machine learning in its “deep
learning” version.

In this work, we wanted to present a robust CAD system for diagnosing
and classifying liver tumours through a set of liver imaging based on deep
learning and transfer learning. The rest of this document is organized as follow:
Section 2 presents the related research. Section 3, presents the design of the
proposed system that includes a detailed description of the HCC detection
process. Section 4 treats the experimental results by analyzing the performance
of the models used. Finally, Section 5 presents a overall conclusion of the study
presented.

2 Related work

The term artificial intelligence brings together the sciences and technologies
that can imitate, extend or even increase human intelligence using machines.
In this regard, various automatic/semi-automatic techniques specialized in
liver cancer diagnosis are used to improve procedures and remove diagnostic
difficulties.
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for example Chen et al.[9] proposed a CAD system for the classification
of liver tumors based on GLCM texture functions. Huang et al.[10] presented
a CAD based diagnostic approach to segmenting and classifying liver tumors
using CT images. In their work, an accuracy of 81.7% was obtained using
autocovariance texture characteristics [11].

Mala et al.[12] have developed a classification system for benign and malig-
nant lesions using the biorthogonal wavelet transformation with the linear
vector quantization (LVQ) neural network classifier. The system is tested
with100 images composed of malignant (34 HCC, 18 cases of cholangio carci-
noma) and benign (30 hemangioma and 18 cases of adenoma) lesions giving a
perfermance rate of 92%.

Other methods optimized and effective, SVM based onliver cancer diagnosis
[13]. Andrade et al.[14] have developed a classification model using the SVM
(Support Vector Machines) classifier based on the following characteristics:
firstorder gray level parameters (FOGLP), grey level co-occurrence matrix
(GLCM), law texture energy (LTE), fractal dimension (FD) with an accuracy
of 79.7%.

For[15], a liver tumor segmentation algorithm based on feature extraction
and SVM classification to detect the tumor through the analysis of 150 CT
images with 95% accuracy. In the same context, Wang et al.[16] apply an
SVM classifier to establish a CAD system. This approach is based on first rate
statistical texture characteristics and gray level co-occurrence matrix texture
characteristics (GLCM) that can distinguish between normal livers and those
attacked by HCC in CT images with an accuracy of 92.22%.

In recent years, deep learning has become the state of the art for various
studies, since it allows significant advances in the treatment performance and
classification of cancer tumors.In recent work, deep learning techniques using
DNN have been successfully applied to solve a wide range of problems[17].
An accuracy of 99.38% was obtained using a deep neural net-work (DNN)
[18] with a set of 225 images classified in three types hemangioma (HEM),
hepatocellular carcinoma (HCC) and metastatic carcinoma (MET).

Kumar et al.[19] achieved 98% accuracy using the probabilistic neural
network (PNN).

The Convoluted Neural Network (CNN)[20] has really caught the attention
of many researchers attempting to solve this classification problem [21][22].
It is structured by a set of processing layers, especially the convoluted ones,
as well as a set of activation functions by adding other elements such as the
pooling layer and the fully connected layer.

Gibson et al[23] proposed a CNN based system to classify liver tumors
from laparoscopic videos. Li et al.[24] presented a CNN algorithm applied to
30 images with an accuracy of 82.67%.

Another technique used in the field of medical imaging is transfer learning,
[25] which involves fine tuning and reusing pretrained CNN models from a
natural image datasets to new tasks. Reddy et al.[26] have chosen a CAD
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system based on transfer learning with the VGG-16 model that reaches 90.6%
an accuracy for the classification of normal liver images and steatosis.

Despite the success of these profound techniques, there are still inherent
difficulties in their applicability.

First, there is the large amount of data needed to train the model. In
addition, in medical imaging,this can be problematic because of the cost of
acquisition,data anonymisation techniques, etc..

Second,massive data requires vast computing powers, and even using com-
puting graphics units (GPUs). The training process takes a long time as well.
Deep learning,is very resource-intensive. Therefore,each new proposal must
take into account not only the performance, but also the calculation load.

In this article, we will be working on a problem of liver cancer (HCC)
classification and detection while refining the restriction of having a small
number of liver images per category in our database.

3 Materials and proposed methods

Figure 1. illustrates the operation of our CAD process for the diagnosis and
detection HCC with transfer learning aid. The input data (liver MRI image)
which undergoes a pre-processing stage, is subsequently used to form deep
learning models.

The models performance is assessed using accuracy,sensitivity and speci-
ficity as presented in Section 4.

Fig. 1 Schema of proposed approach.
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3.1 Data collection

The initial dataset consisted of 300 MRI images of liver acquired by physicians
from patients. These MRI images were collected after injection of contrast
material due to its superior contrast resolution than computer tomography
(CT) and ultrasound; and its ability to provide both morphological and physio-
logical information [27]. This base also presents benign (normal) and malignant
(cancer) images of size (520 × 520) and (320 × 260) divided into two parts;
80% for training and 20% for the test.

3.2 Data Processing

Data Augmentation. It is generally known that training a large dataset
gives better models of deep learning. However, collecting huge manually labeled
data seems like a tough task The use of CNN architectures for the diagnosis and
classification of liverless is based on the analysis of captured medical imaging
of CT or MRI scans, both of which are expensive.

As a result, there is a challenge faced due to the inaccessibility of medical
images due to patient confidentiality, manual and temporal demand and effort
required by the radiologist. These problems have led to the technique of “data
augmentation” [28] to solve the ‘overfitting’ problem, which presents an over
learning model because of the limited base.The trained model suffers from
being unable to predict the relevant areas on the new images. The increased
data is used for improved classification performance [29][30].

A technique that creates updated copies of data, which means artificially
increasing the size of the database by applying simple transformations to it
while keeping the same format, the same size and length. We introduce these
new images during the training which fulfills the following functions (Table 1).

Table 1 Data Augmentation Parameters

Parameter value

Flip 0.3
Rotation 25°
Noise 0.5
Blur 0.1

We apply a variety of augmentation techniques such as rotation, transla-
tion, noise injection, and flip to produce new versions of existing images.

• Flip: the image by reversing rows or columns of pixels vertically or
horizontally.

• Rotation: Rotate the image to the right or left on a 25°axis.
• Noise: Inject a matrix of random values (noise) usually drawn from a

Gaussian distribution.
• Blur: blur an image using the average of a pixel and its neighbors.
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Fig. 2 Images augmentation with flip, rotation, noise and blur after applying DataSet
Generator().

Data Annotation. Once the data quantity problem is resolved, an equally
important element is needed in the process of our CAD system to classify and
detect liver tumors. This element allows the data to be annotated by assigning
a text or a caption that describes the image. In the medical field, assembling
an annotated and labeled database presents a challenge because of limited
resources.

In addition, it takes a lot of time during the acquisition which is rarely
annotated.

Various studies have highlighted this technique [31] which aims to improve
medical assistance by creating a help tool that describes, analyzes and locates
such diseases in the con-tent of images. Good image annotations should be
accurate in two directions. First, objects must be accurately labeled with
the correct class. Second, pixels that contain the object must be accurately
selected.

For this, there are three categories:the automatic,the manual and the
semiautomatic [32][33]. Manual annotation consists of the user selecting the
annotation form manually on paper. Whereas automatic annotation auto-
matically detects and labels the semantic content of the images with a set
of keywords. As for as semi-automatic annotation is concerned, it needs to
integrate human assistance into the automatic annotation process.

Fig. 3 Example image annotation using LabelImg..
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In our approach, image annotation is used to detect and locate cancerous
lesions. As an annotation tool, we choose “LabelImg” (Figure 3.) which has
a graphical interface (in python) to annotate the image base by selecting the
location of tumors. The resulting annotated base is saved as XML files which
are divided into two subsystems training and testing for model formation.

3.3 Data Analysis using transfer learning

The second stage of our proposed CAD system is based on deep learning, a
classifier based on transfer learning using two models VGG-16 and MobileNet-
V1.

Transfer learning [34] is a powerful strategy that transfers knowledge
acquired from solving one problem to deal with another differing model [35].
This method has been very successful with the rise of Deep Learning.

Indeed, the models used in this field require high computational times
and significant resources. Using pretrained models as a starting point, Trans-
fer Learning allows the rapid development of high-performance models and
effectively solves complex problems.

Figure 4. Shows the contrast between the process of traditional machine
learning and transfer learning. As we can see conventional machine learning,
tries to learn each task separately with a different model from scratch. On the
other hand transfer learning tries to extract knowledge from previous source
tasks to target tasks where the latter has very little labeled data [36].

Fig. 4 Transfer learning vs. Machine learning.

Practically, the purpose of this study is to apply transfer learning with
preformed CNN for the classification and detection of HCC tumors. This is
based on a simple idea; to readapt the knowledge gained from the architecture
of the CNN model (source) trained on a large mass of data to solve our target
problem. We operate two different architectures VGG-16 and MobilNet.

VGG-16 Model . As shown in Figure 5., the architecture of the VGG-16
[37] model is pre-trained with transfer learning. It initially consists of several
layers that take a 224×224 image from the ImageNet database (containing 14
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miles of images)[38] and classifies it in one of 1000 classes, reaching an accuracy
of 92.7%.

Fig. 5 VGG-16 architecture.

Our proposed VGG-16 classification model uses the model,which is simply
by resetting the final layer fully connected by providing the required number
of features and classes.

The first and second convolutional layers are followed by a max pool-
ing layer, consisting of 64 filters. Taking as input a 224x224 input image
(with depth3) passed through the first and second convolutional layer, the
dimensions increase to 224x224x64.

Then, the third and fourth convolutional layers are 128 filters followed by
a max pooling layer. The next three layers fifth,sixth and seventh are convo-
lutional layers using 256 nodes with a pooling layer. Therefore, in the eighth
to thirteenth convoluted layers the core size changes to 512 filters, followed by
a maximum pooling layer.

Finally, the last block, consisting of two fully connected layers composed
of 512 nodes and an output layer with two neurons,corresponds to the two
classes (normal and cancer) for our study. The rectified linear unit (ReLU) is
used as an activation function in all hidden layers, while the softmax activation
function is used in the last layer of the CF layers.

MobileNet-V1-SDD Model . MobileNet is a special class of CNN pro-
posed by Google Brain researchers in April 2017 [39]. The idea behind this
model was to create a new type of convolution to the places of the stan-
dard convolutive layer; this new convolution is called “Depthwise separable
convolution”.

This model introduces 2 global hyper-parameters: the width multiplier and
t he resolution multiplier that can control the number of input/output channels
of convolution layers and resolution of the input data (i.e. height, width).
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Fig. 6 The structural module: Depthwise separable convolution(Left) and Standard con-
volution(Right).

The “Depthwise separable convolution” consists of two separate layers: the
first Depthwise Convolution and the Pointwise convolution [40][37] as listed
in Figure 6. In this operation,deep convolution kernels apply a unique filter
to each enter channel, followed by a Point convolution (1×1) to combine the
product of the first convolution.

MobileNet is favored in the problem of detecting and locating objects in
terms of computational cost and model size. Compared to standard convolution
networks that filter and combine inputs into a new set of single step outputs,
Deep Separable Convolution divides this operation into two layers, a separate
layer for filtering and a layer for the combination.

Table 2 Calculation difference between
depth separable and standard convolution

Convolution Calculation cost

Standard D
2

k
∗D

2

f
∗M ∗N

Depthwise Separable D
2

k
∗D

2

f
∗M +M ∗N ∗D

2

f

Table 2. summarizes the cost formulas for the two methods, with Dk the size
of the convolution kernel, Df the size of the input layer and M, N represents,
respectively, the number of channels of the input and output layer.

When we use the equations in Table 2., the reduction in computational
costs and model parameters can be demonstrated by the following ratio:

Costseparable
Costconv

=
1

N
+

1

D
2
k

(1)

Thus, through this relation, we find that the larger the size of the convolu-
tion kernel is the higher the number of output layers and the more interesting
the convolution proposed in this paper is. If we set N to a large value and a
classic filter size of 3, the cost of calculating by 1/9 is reduced by at least 88%
[39].

Each convolution in the Mobilenet network is followed by a batch normal-
ization [41]. Then the ReLU6 activation function [42] is applied and finally,
a 1x1 convolution is used to obtain a map on which one still applies a batch
normalization and a ReLU6 (figure7).
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Fig. 7 Depthwise separable convolution block.

For our study, we use the MobileNet SSD combination for the detection and
localization of liver tumors. The SSD (Single Shot Detector)[43] as a metade-
tector model is based on an auxiliary MobileNet network for our case, in order
to obtain the location and category of the target in a regressive way.

It uses different feature maps, some of which come from the MobileNet core
network, to perform location classification and regression. These feature maps
have different sizes in order to take advantage of the high level and low-level
information.

The operation of the MobileNet-V1 SSD is simple as explained above; the
left side of the architecture (Figure 8) shows the MobileNet-V1 feature extrac-
tion backbone network with the addition of eight convolution layers behind
the conv13. A total of 6 layers (4 layers and the conv11 and conv13 layers) are
extracted for detection at the SSD level, and finally assigned to a detection
unit.

Fig. 8 MobileNet-V1-SSD network architecture.

4 Results and Discussion

We conducted all our tests and training on a laptop equipped with an Intel
Core i7-7500U CPU / 3.50 Ghz processor with 8 GB RAM and an NVIDIA
GeForce GT920M graphics card.
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The CAD method presented, consists of two steps: the preparation of data
and the entarinement of models used for the classification and detection of
cancerous lesions. In the first step, two techniques are used: data augmentation
and annotation which is used to build our datasets in order to improve the
detection accuracy of the models that are trained.

In the second step, a VGG-16 model is applied to classify the images (cancer
or normal), and another MobileNet-V1 SSD model used for the detection and
localization of liver tumors found in cancerous livers.

With a total of 334 MRI images of the liver(Data Test), 267 images are
used for training and 67 for testing. First, we will improve the accuracy by
using the image enhancement technique that generates this set of images with
the different transformations (section 3.2) resulting in a total of 2000 images.
Finally, we will exploit the pre-trained model VGG-16 described in 3.3. to
extract features and classify the images.

The analysis of the performance of the proposed model is defined by dif-
ferent criteria: Accuracy, Confusion Matrix, Precision, and F-score which are
shown in Table 3.

The performance measures considered are defined as follows:

Precision =
TP

TP + FP
(2)

Sensitivity =
TP

TP + FN
(3)

Specificity =
TN

TN + FP
(4)

F1 − score = 2 ×

Prcision × Sensitivity

Precision + Sensitivity
(5)

Accuracy =
TP + TN

TP + TN + FP + FN
(6)

Where TP, FP, TN and FN indicate the number of true positives, false
positives, true negatives and false negatives respectively.

Table 3 Evaluation metrics

Classifier VGG-16

Accuracy(%) 96
Sensitivity(%) 94
Specificity(%) 98
Precision(%) 98
F1-score(%) 96
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True positive refers to correctly identified tumor pixels, true negative refers
to correctly identified non-tumor pixels, false positive refers to incorrectly iden-
tified tumor pixels and false negative refers to incorrectly identified non-tumor
pixels.

All these measures are calculated for each class, and an overall measure of
the algorithm is calculated by taking the average of all these measures across
the two classes.

The proposed model is formed for 100 epochs. Figure 9. shows the accu-
racy of learning and testing at different times. Indeed, from Era 0 to Era 29,
the accuracy curve for trains increases rapidly until it reaches 92%. Then, it
converges to a value of 96%. A rapid decrease in the loss curve can be observed
from epoch 0 to epoch 25 where the loss is equal to 0.12%; a kind of stability
can then be observed up to the value of 0.09%.

Fig. 9 Training and validation accuracy/loss of the proposed model VGG-16.

From the confusion matrix (Table 4), it can be observed that 173 of the
184 cases of hepatocellular carcinoma are correctly classified as cancer (TP),
while 11 of them are erroneously classified as normal (FN). However, 179 of
the 182 normal cases used for testing are correctly classified as normal (TN),
but 3 of them are misclassified as hepatocellular carcinoma (FP).

Table 4 Confusion matrix for the classification model

Predicted values

Cancer Normal

Actual
values

Cancer 173 11

Normal 3 179
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Before training the Mbilenet(v1) SSD detection model, an annotation step
is necessary. The process is long and tedious but seems indispensable to obtain
good results. It consists in drawing boxes around the tumors by giving them
the label “tumor” with the LabelImg software.

The entire dataset (340 images annotated in .jpg and .xml) is used. About
80% of the imges of this dataset are used for the Train and 20% are used for
the Test.

Fig. 10 Illustration of jaccard calculation.

The PASCAL VOC evaluation is used to evaluate the detector’s localization
and classification performance [44]. Based on the PASCAL VOC metric(Figure
10.), any detection with jaccard overlap 50% and an identical prediction label
with groundtruth is considered a correct detection.

As the value FP, FN, and TP can be modified by setting different thresh-
olds, it is important to evaluate the accuracy and sensitivity at different
thresholds in order to measure the over-all performance of a detector model.
Average Accuracy (AP) defines the average of the maximum accuracy at dif-
ferent recalls for each category and mAp is also defined as the average of the
APs across all categories.

Practically, our used model MobileNet-V1-SSD is formed onthe basis of
430 images with 50 epochs, in order to learn howto predict the locations of
liver tumors in a reduced time whichreaches 63% as mAp (Figure 11).
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Fig. 11 Example cancer detection results using MobileNet SSD.

5 Conclusion

In this paper, we presented an automated CAD system for the detection of liver
tumors (hepatocellular carcinoma) based on deep learning as well as transfer
learning.

In the development phase, initially, we had a set of images augmentation
and annotation techniques which were used to prepare the data. Then, a pre-
formed model of VGG-16 as a classification model and a modified version of
MobileNet-SSD was proposed as a tumor detection model.

The choice of models has been carefully selected to fit the nature of the
material and limited resources. The analysis of the performance of the proposed
system shows that the classification process produced an optimal accuracy of
96% with a negligible loss of validation.

This method is therefore, an efficient way to detect the cancerous area from
liver images that will be useful for clinical diagnosis and decision making for
early diagnosis.
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