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Abstract
Language and social cognition are traditionally studied as separate cognitive domains, yet accumulative
studies reveal overlapping neural correlates at the left ventral temporoparietal junction (vTPJ) and lateral
anterior temporal lobe (lATL), which have been attributed to sentence processing and social concept
activation. We propose a common cognitive component underlying both effects -- social-semantic
working memory. We con�rmed two key predictions of our hypothesis using fMRI: First, the left vTPJ and
lATL showed sensitivity to sentences only when the sentences conveyed social meaning.; second, these
regions showed persistent social-semantic-selective activity after the linguistic stimuli disappeared. We
additionally found that both regions were sensitive to the socialness of nonlinguistic stimuli and were
more tightly connected with the social-semantic-processing areas than with the sentence-processing
areas. The converging evidence indicates the social-semantic-working-memory function of the left vTPJ
and lATL and challenges the general-semantic and/or syntactic accounts for the neural activity of these
regions.

Introduction
Language and social cognition are two fundamental abilities of the human species. They are deeply
interrelated with each other in cognitive development (de Villiers, 2007; Richardson et al., 2020), daily
communication (Scott, 2019), and evolution (Dunbar, 2004). At the brain level, overlaps of regions
underlying language and social cognition have been found in the left ventral temporoparietal junction
(vTPJ; consisting of the ventral portion of the angular gyrus and its adjacent temporal cortex) and lateral
anterior temporal lobe (lATL) (Bzdok et al., 2016; Mar, 2011; Mellem et al., 2016). Understanding the
function of these regions will indicate how the language and social cognition are associated with each
other in the brain.

In the �eld of social neuroscience, the left vTPJ and lATL have been found to be involved in multiple
social cognitive tasks (Diveica et al., 2021; Mar, 2011; Schurz et al., 2021). Recent studies have indicated
that these regions may support a very basic component of social cognition, that is, social concept
representation and processing (Binney & Ramsey, 2020; Pexman et al., 2022; Arioli et al., 2021; Lin et al.,
2020; Zhang et al., 2022). These regions are sensitive to a wide range of social concepts (concepts
associated with people and their interactions), including traits (e.g., brave; Zahn et al., 2007), mental
states (e.g., distrust; Tamir et al., 2016), stereotypes (e.g., women; Contreras et al., 2012), social
backgrounds (e.g., having a good salary, Saxe & Wexler, 2005), social actions (e.g., chase; Lin et al., 2015;
2018a; Spunt et al., 2016), and social artifacts (e.g., telephone; Lin et al., 2019).

In the �eld of language neuroscience, the left vTPJ and lATL have both been found to be critical for
sentence processing. Lesions in these regions can damage sentence comprehension (Dronkers et al.,
2004). Neuroimaging studies found that, in both regions, sentences induce stronger activation than word
lists or other unintelligible linguistic stimuli (Fedorenko et al., 2011; Pallier et al., 2011; Malik-Moraleda et
al., 2022; Zaccarella et al., 2017). It has been proposed that the left vTPJ, lATL, inferior frontal gyrus (IFG),
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and posterior superior temporal sulcus (pSTS) are the “classic high-level language-processing regions”
(Fedorenko & Thompson-Schill, 2014) and together form the sentence-processing network (Dronkers et al.,
2004; Labache et al., 2019; Matchin et al., 2019).

The traditional explanations for the roles of the left vTPJ and lATL in sentence processing are all based
on the encoding and integration of general semantics and/or syntactic information (Humphries et al.,
2006; Pallier et al., 2011; Price, 2010; Matchin et al., 2019). For example, Price (2010) reviewed 100 fMRI
studies of speech comprehension and production and proposed that in sentence comprehension, the left
lATL and angular gyrus (overlapping with the vTPJ) support amodal semantic combination and task-
dependent semantic retrieval, respectively. In an in�uential fMRI study, Pallier et al. (2011) found that, in
contrast to the left IFG and pSTS that responded even to abstract syntactic structures containing no
content words, the left vTPJ and lATL only responded to meaningful sentences. They therefore proposed
that the left vTPJ and lATL may bind syntactic roles to lexico-semantic representations to form high-level
representations of semantic constituent structure. However, according to these general-semantic and/or
syntactic accounts, it is di�cult to understand why the same regions are especially sensitive to social
semantics.

Here we propose a hypothesis that integrates the sentence and social-semantic sensitivity of the left vTPJ
and lATL into one cognitive function, that is, social-semantic working memory. Our hypothesis is
motivated by two existing views in literature. First, multiple brain regions ranging from sensory to
association cortex can represent particular contents of working memory (Christophel et al., 2017;
D’Esposito & Postle, 2015; Fuster, 1997; Postle, 2006). According to this view, the short-term retention of
semantic information can be supported by the temporary activation of long-term memories (Cowan,
1998). Therefore, the left vTPJ and lATL that are assumed to support social concept representation can
support social-semantic working memory. Second, sentences have more stable and durable semantic
representation than fragmented linguistic stimuli, such as word lists. It has been found that when a series
of words are presented very rapidly, recall is poor for word lists but near perfect for sentences (Potter et al.,
1986; Potter, 1993). Based on this and related �ndings, Potter (1993; 2012) proposed that word meaning
is activated rapidly, but the initial activation is highly unstable and will be forgotten within a few hundred
milliseconds unless incorporated into a structure. Therefore, the sensitivity of brain regions to sentences
may re�ect either the semantic/syntactic integration itself or the semantic working memory consolidated
by the semantic/syntactic integration. Given that most stimuli used in the previous studies of sentence
processing are about people, the activation of the left vTPJ and lATL in these studies may re�ect social-
semantic working memory.

In this study, we examined the social-semantic-working-memory hypothesis using six fMRI experiments.
First, we examined whether the sensitivity of the left vTPJ and lATL to sentences is selectively associated
with social semantic comprehension (Experiments 1 and 2): the social-semantic-working-memory
hypothesis predicts that the sensitivity of these regions to sentences could be found only if the sentences
convey social meaning; the traditional general-semantic and/or syntactic accounts, however, predict that
the sensitivity to sentences should be found even when the sentence conveys no social meaning. Second,
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we examined a key prediction of the social-semantic-working-memory hypothesis that the left vTPJ and
lATL should show persistent social-semantic-selective activity after the stimuli disappeared, i.e.,
demonstrating the key signature property of working memory (Experiments 3 and 4). Finally, we
supplemented the above key examinations with two additional experiments, aiming to investigate
whether the left vTPJ and lATL were involved in the processing of nonlinguistic, high-socialness stimuli
(Experiment 5) and whether the left vTPJ and lATL had stronger intrinsic connectivity to the social-
semantic-processing areas or to the sentence-processing areas (Experiment 6).

Results
Sentence sensitivity of the left vTPJ and lATL is selectively associated with social-semantic
comprehension (Experiment 1 & 2)

The aim of Experiments 1 and 2 was to examine whether the sensitivity of the left vTPJ and lATL to
sentences is selectively associated with social semantic comprehension. In both experiments,
participants were asked to read the sentences and word lists during fMRI scanning. Following previous
neuroimaging studies (Humphries et al., 2006; Labache et al., 2019; Pallier et al. 2011; Zaccarella et al.,
2017), we subtracted the neural responses to word lists from those to sentences to re�ect the sensitivity
to sentences. For both sentence and word-list stimuli, we manipulated the socialness of their meanings,
leading to four conditions, namely, the high-socialness-sentence (HSS), high-socialness-word-list (HSWL),
nonsocial-sentence (NSS), and nonsocial-word-list (NSWL) conditions. In both experiments, the stimuli of
the HSWL and NSWL conditions were constructed by pseudorandomly combining the constituent words
of the HSS and NSS conditions, respectively (see Methods).

The major differences between Experiments 1 and 2 were the lengths and structures of the sentences. In
Experiment 1, we used short sentences with the noun-verb-noun structure. Using this type of sentence has
two advantages. First, syntactic complexity can be easily controlled by consistently using the noun-verb-
noun structure in both sentence conditions. Second, because there are only content words, socialness can
be manipulated word by word, which can maximize the social-semantic effect. Therefore, in Experiment 1,
for the HSS condition, all constituent words of the sentences have high socialness (e.g., “ ”, meaning
“(the) gangsters robbed (the) shops”); for the NSS condition, all constituent words of the sentences refer
to natural and nonhuman entities and events (e.g., “ ”, meaning “(the) �ood inundated (the)
grassland”). See Fig. 1A and 1B for sample stimuli and trials.

Despite the advantages of using short sentences, natural sentences often consist of both content and
function words and are often longer than three words. Therefore, we conducted Experiment 2 to examine
whether the �ndings of Experiment 1 could be generalized to sentences with more natural structures and
lengths. In Experiment 2, the sentences were approximately 8 words long for both conditions (see Table
S15). The sentences of the HSS conditions were all related to interpersonal interactions or interpersonal
relationships (e.g., “ ”, meaning “The head teacher should be responsible for managing the
class order”), and the sentences of the NSS condition were all about natural and nonhuman entities and
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events (“ ”, meaning “The long-term lack of water makes the shrubs here wither gradually”).
See Fig. 2A and 2B for sample stimuli and trials.

The whole-brain results of Experiment 1 (Fig. 1C and Table S2) showed both social-semantic and
sentence effects in the left vTPJ and lATL, replicating the �ndings of the literature (Zaccarela et al., 2017;
Fedorenko et al., 2010; Lin et al., 2018a; Zhang et al., 2021). Importantly, signi�cant interactions between
social-semantic and sentence effects were found in both the left TPJ and lATL. We then examined the
sentence effect using the high-socialness and nonsocial stimuli separately. The comparison between the
HSS and HSWL conditions revealed signi�cant sentence effects in the left vTPJ, lATL, and other canonical
regions of the sentence-processing network; however, the comparison between the NSS and NSWL
conditions did not reveal any signi�cant sentence effect in either the left vTPJ or lATL. The whole-brain
results of Experiment 2 replicated all of the main �ndings mentioned above, except that the signi�cant
interaction effect was found only in the left vTPJ (Fig. 2C and Table S3).

Because whole-brain analysis requires very rigorous corrections for multiple comparisons, its threshold is
often too conservative to detect signal differences. Therefore, we further examined the results in the left
vTPJ and lATL using ROI analysis. To reveal the robustness of the results, we used 2 different ways to
de�ne the ROIs: The �rst way was to de�ne the ROIs based on a meta-analysis of the previous
neuroimaging studies that compared sentences with word lists (Zaccarella et al., 2017); the second way
was to de�ne the ROIs based on the individual result of the sentence effect (“HSS + NSS” > “HSWL + 
NSWL”) on half of the data within prede�ned group-level masks of the left vTPJ and lATL (for details, see
Methods). Because recent studies have found that the left vTPJ and lATL showed deactivation to the
general task effort in ROI analysis (Kuhnke et al., 2022; Zhang et al., 2022), we regressed out the task-
effort effect as re�ected by the average inverse e�ciency score (IES, which is de�ned as the mean
reaction time divided by accuracy; Townsend & Ashby, 1983) of each condition and participant (see
Methods). The ROI analyses found consistent patterns in the two experiments (see Fig. 1D, Fig. 2D, Table
S7, and Table S8): In all ROIs, both Bayesian and classical parametric tests found an interaction between
social-semantic and sentence effects, and simple effect analysis showed sentence effects only in the
contrast between the high-socialness sentence and word list conditions (HSS > HSWL) but not in the
contrast between the nonsocial sentence and word list conditions (NSS > NSWL).

In addition to these major results, we also examined the results using two supplementary baseline
conditions of Experiment 1 that consist of high-socialness and nonsocial character lists and two
supplementary individual ROIs located in the dorsal medial prefrontal cortex (dmPFC) and right vTPJ
(where the sentence and social effects have also been reported by some previous studies). The result
patterns using the supplementary baselines and ROIs were all similar to those of the major results (Figure
S1, Figure S2, Table S1, Table S12, and Table S13).

Taken together, in both Experiments 1 and 2, we found the sentence sensitivity of the left vTPJ and lATL
only when the sentences conveyed social meaning, which is robust to different sentence lengths and
structures. This �nding is consistent with the prediction of the social-semantic-working-memory



Page 6/39

hypothesis but not that of the general-semantic and/or syntactic accounts for the neural activity of the
left vTPJ and lATL.

Persistent social-semantic-selective neural activity in the
left vTPJ and lATL (Experiment 3 & 4)
Working memory is characterized by persistent neural activity during the maintenance of information
(Christophel et al., 2017; Sreenivasan & D’Esposito, 2019). Therefore, Experiments 3 and 4 examined
whether the left vTPJ and lATL showed persistent social-semantic-selective neural activity after the
linguistic stimuli that convey the social meanings disappeared.

Persistent social-semantic-selective neural activity during
the delay period
In Experiment 3, we examined whether the left vTPJ and lATL showed persistent social-semantic-selective
neural activity as re�ected by the amplitude of the blood-oxygenation-level-dependent (BOLD) signals.
Note that persistent neural activity is not always associated with the amplitude of BOLD signals; rather, in
many cases, it re�ects as multiple-voxel activation patterns (Postle, 2015). However, the social-semantic-
working-memory hypothesis assumes that in the left vTPJ and lATL, the increase of BOLD signals in high-
socialness sentence comprehension re�ects social-semantic working memory. According to this
assumption, similar effects should also be found during the maintenance of the sentences. To examine
this prediction, participants accomplished a delayed recognition task during the fMRI scanning. Each trial
contained three stages: in the encoding stage, participants read 2 or 4 sentences consisting of high-
socialness or nonsocial words; in the maintenance stage, participants maintained the sentences for a
period; and in the response stage, participants made responses to a force-choice word recognition task.
The sentential stimuli were identical to those used in Experiment 1, each consisting of 3 words. See
Fig. 3A and 3B for sample stimuli and trials.

We varied the number of sentences to manipulate the memory load. Memory load is a classic factor in
working-memory studies and its effect has been reliably found in core fronto-parietal working-memory
network (Manoach et al., 1997; Rottschy et al., 2012). In the brain regions that are assumed to selectively
represent particular type of contents like objects, faces, and mental states, previous �ndings on load
effects were inconsistent: some studies have found load effects for working memory of speci�c stimuli
(Druzgal & D’Esposito, 2001; Meyer et al., 2015; Xu & Chun, 2006), but others have not (Martin et al., 2003;
Song & Jiang, 2006; Thornton & Conway, 2013; Zhao et al., 2020). We therefore explored the interaction
between social-semantic and load effects in the left vTPJ and lATL.

The whole-brain results of Experiment 3 are shown in Fig. 3C, Table S4, and Table S5. The left vTPJ and
lATL showed the persistent social-semantic-selective activity predicted by the social-semantic-working-
memory hypothesis: signi�cant social-semantic effects (high-socialness > nonsocial), as re�ected by the
amplitude of the BOLD signals, were found in both regions at both the encoding and maintenance stages.
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These regions, however, showed no signi�cant response to the sentence number or interaction between
the two factors at either the encoding or maintenance stages.

As in Experiments 1 and 2, we conducted ROI analyses to further examine the results within the left vTPJ
and lATL. To remain consistent with Experiments 1 and 2, the ROIs were de�ned based on the results of
Zaccarella et al. (2017). Unlike in Experiments 1 and 2, we were not able to de�ne individual ROIs because
Experiment 3 did not include any localizer; we also did not regress out the effect of task efforts because
we explicitly manipulated the task demands (i.e. memory load) in this experiment.

The results of the ROI analysis are shown in Figure 3D and Table S9. Both Bayesian and classical
parametric tests found social-semantic effects in both ROIs at both the encoding and maintenance
stages, con�rming the key prediction of the social-semantic-working-memory hypothesis. In addition, at
the encoding stage, the social-semantic and sentence-number effects showed interactions in both ROIs:
larger social-semantic effects were found in the 4-sentence conditions than in the 2-sentence conditions;
however, no such effect was found at the maintenance stage. These �ndings indicate that the left vTPJ
and lATL can show persistent social-semantic-selective neural activity; in addition, these regions are
selectively sensitive to the encoding load of social-semantic information but insensitive to the
maintenance load of it[1].

Persistent social-semantic-selective neural activity during
the processing of successive sentences
Language comprehension often requires processing successive sentences, during which the meaning of
the context sentences must be maintained while the current sentence is processed. In Experiment 4, we
examined whether the left vTPJ and lATL showed persistent social-semantic-selective neural activity
during the processing of successive sentences. We used multiple voxel pattern analyses (MVPA) to reveal
the semantic contents of the neural representation, which allows decoding the maintained semantic
representations of the context sentence from the neural activity associated with the presentation of the
current sentence.

In Experiment 4, participants accomplished a novel ‘mental portrait’ task. In each trial, participants read
two successive sentences describing two features of a person; then, they saw two photos of different
people and decided which photo is more consistent with the preceding sentences by pressing buttons. In
half of the trials, people read sentences about two trait dimensions, dominance and trustworthiness,
which are the major trait dimensions associated with face evaluation (Oosterhof & Todorov, 2008). In the
other half of the trials, people read sentences about two physical facial dimensions, which are the size of
the face and the length of the eyebrows. Although the trait and physical facial dimensions are both
person-related, the trait dimensions should have higher socialness than the physical ones because they
are more directly related to interactions between people. To dissociate the brain activities associated with
the presentation of the two sentences and the pictures, the sentences and pictures were separated by
jitters (for task procedure, see Fig. 4A).
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The key prediction of the experiment is that if the left vTPJ and lATL represent social-semantic working
memory during the processing of successive sentences, then they should maintain the social meaning of
the �rst sentence while the second sentence is being processed. Therefore, we performed MVPA to decode
the poles of each dimension (e.g., high dominance vs. low dominance) expressed in the �rst sentence
from the neural activity associated with the presentation of the second sentence. We also conducted
MVPA to decode the poles of each dimension expressed in each sentence from the neural activity
associated with the presentation of the sentence itself. The analyses were performed at both the whole-
brain and ROI levels (see Methods). The whole-brain searchlight analysis failed to reveal any signi�cant
results. The ROI analysis was based on the same ROIs as in Experiment 3. As shown in Fig. 4C, in the left
vTPJ, the poles of dominance expressed by the sentences could be decoded from both their concomitant
and delayed neural activity (with average decoding accuracy of 3.22% and 6.05% above the 50% chance
level and with p values of 0.010 and 0.001, respectively); in the left lATL, the poles of dominance
expressed by the sentences could be decoded from their delayed neural activity (with average decoding
accuracy of 3.52% above the 50% chance level and with a p value of 0.037), but the effect did not survive
the Bonferroni correction for the number of dimensions decoded (N = 4). No other dimension could be
decoded from either the concomitant or the delayed neural activity of the sentences. Therefore, our results
partially con�rmed the prediction of the social-semantic-working-memory hypothesis by showing that at
least social-semantic information associated with dominance can be maintained in the left vTPJ (and
possibly the lATL) during the processing of successive sentences.

Left vTPJ and lATL are sensitive to the socialness of
nonlinguistic stimuli (Experiment 5)
The above experiments indicate that the neural activity of the left vTPJ and lATL during sentence
processing is associated with social-semantic working memory rather than linguistic processes. However,
because all of the above experiments used sentence stimuli to induce social-semantic processing, it was
unclear whether the social-semantic sensitivity of the left vTPJ and lATL was speci�c to language
comprehension.

In Experiment 5, we examined the sensitivity of the left vTPJ and lATL to the social information conveyed
by nonlinguistic stimuli. Participants were asked to watch short silent videos and rate their pleasantness
(for task procedures, see Fig. 5B). There were three kinds of videos corresponding to three conditions: The
high-socialness videos were about interactions between people; the single-person videos contained only
one person; and the nonsocial videos contained only natural and nonhuman entities.

The whole-brain results are shown in Fig. 5C and Table S6. In the left vTPJ, signi�cant differences were
found between each two of the three conditions, with the high-socialness condition evoking the strongest
neural activity and the nonsocial condition evoking the weakest neural activity. The left lATL showed
stronger activation to the high-socialness condition than to the nonsocial condition. A small cluster in the
left dorsal ATL and temporal pole showed stronger activation to the single-person condition than to the
nonsocial condition. Signi�cant socialness effects were also found in many other brain regions of the
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social-cognitive system (see Fig. 5C). The ROI results are shown in Fig. 5D and Table S10. The ROI
analysis was based on the same ROIs used in Experiments 3 and 4. In both ROIs, both Bayesian and
classical parametric tests found differences between each two of the three conditions, with the high-
socialness condition evoking the strongest neural activity and the nonsocial condition evoking the
weakest neural activity. Therefore, the left vTPJ and lATL are sensitive to social information, whether
conveyed by linguistic or nonlinguistic stimuli.

Left vTPJ and lATL have stronger intrinsic connectivity to the social-semantic-processing areas than to
the sentence-processing areas (Experiment 6)

According to the social-semantic-working-memory hypothesis, the function of the left vTPJ and lATL is
intrinsically more tightly associated with social-semantic working memory than with linguistic processing.
Therefore, these regions should have stronger intrinsic functional connectivity to the social-semantic-
processing areas than to the sentence-processing areas. Experiment 6 examined this prediction using
resting-state fMRI.

We de�ned the seed ROIs based on two previously published meta-analyses (key ROIs and sentence-
processing ROIs: Zaccarella et al., 2017; social-semantic-processing ROIs: Zhang et al., 2021; see Fig. 6A).
Both meta-analyses identi�ed areas in the left vTPJ and lATL and the locations were very close to each
other. To remain consistent with the ROI analyses of Experiments 1 to 5, we de�ned the key seed ROIs of
the left vTPJ and lATL based on Zaccarella et al. (2017) and did not include the left vTPJ and lATL area
identi�ed by Zhang et al. (2021) as seed ROIs. According to our prediction, the left vTPJ and lATL should
have stronger intrinsic connectivity to the social-semantic-processing areas than to the sentence-
processing areas even they were de�ned based on sentence-processing tasks.

We �rst examined whether the left vTPJ and lATL have stronger resting-state functional connectivity
(RSFC) to the remaining sentence-processing ROIs or to the social-semantic-processing ROIs. Both
regions showed stronger RSFC to the social-semantic-processing ROIs than to the sentence-processing
ones (Fig. 6B and Table S11). We then conducted a k-means cluster analysis based on the correlation
matrix between all pairs of seed ROIs (see Methods). The silhouette score indicated that these nodes
could be best grouped into 2 clusters (Fig. 6C). The results of the 2-cluster solution are shown in Fig. 6C.
Four seed ROIs de�ned by the sentence-processing task, including the left vTPJ and lATL, and 2 ROIs
close to the lATL, that is, the anterior superior temporal sulcus and temporal pole, clustered together with
the social-semantic-processing ROIs, while the other sentence-processing ROIs clustered together. These
results con�rm our prediction that the left vTPJ and lATL have stronger intrinsic connectivity to the social-
semantic-processing areas than to the sentence-processing areas.
[1] As mentioned above, previous �ndings were inconsistent in the load effects in the areas that are
assumed to selectively represent particular type of contents. One possibility is that the emergence of such
effects relies on task-dependent modulation by the core working-memory areas (Zhao et al., 2020).
According to this view, at the maintenance stage, the lack of interaction effect in the left vTPJ and lATL
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might be associated with the weakness of the load effect in the core fronto-parietal working-memory
network as shown in Figure 3C.

Discussion
We examined the function of the left vTPJ and lATL in sentence processing and social-semantic working
memory. Two key �ndings indicate that these regions engage in sentence processing through social-
semantic working memory: First, they are more sensitive to sentences than to word lists only if the
sentences convey social meaning (Experiments 1 and 2); second, they show persistent social-semantic-
selective activity after the linguistic stimuli disappeared (Experiments 3 and 4). Two additional �ndings
also indicate that these regions are more tightly associated with social-semantic processing than with
linguistic processing: they are sensitive to the socialness of nonlinguistic stimuli (Experiment 5) and are
intrinsically more tightly connected with the social-semantic-processing areas than with the sentence-
processing areas (Experiment 6). Taken together, our results provide converging evidence for the social-
semantic-working-memory hypothesis of the left vTPJ and lATL and challenge the general-semantic
and/or syntactic accounts for the neural activity of these regions in sentence processing.

Our results indicate that during sentence processing, the stronger neural responses of the left vTPJ and
lATL to sentences than to word lists are selectively associated with social-semantic comprehension,
which is likely due to more durable working memory for coherent social meanings than for incoherent
ones in these regions. It is notable that without controlling for the socialness of the stimuli, the activation
of these regions in sentence processing has consistently been reported in the literature (Humphries et al.,
2006; Pallier et al., 2011; Malik-Moraleda et al., 2022; Zaccarella et al., 2017). Why is the activity of the left
vTPJ and lATL so frequently observed in previous studies of sentence processing? There are at least two
reasons. First, language use is a social behavior so that sentences are naturally dominated by social
semantic information (Olson et al., 2013). For example, it has been found that approximately 2/3 of
natural conversations are of social topics (Dunbar et al., 1997). Second, the left vTPJ and lATL are
sensitive to the social meaning of a very broad range of concepts (Zhang et al., 2022). For example, they
are even sensitive to the social meaning of nonliving objects (Lin et al., 2019). Therefore, the
comprehension of the vast majority of our daily language may require the involvement of social-semantic
working memory.

Our results provide an alternative explanation for the results of previous neuroimaging studies that
compare sentences with fragmented linguistic stimuli. The stronger brain activity to sentences than to
nonsentential stimuli was viewed as a classic neural signature for linguistic processing. It has been used
for localizing the language network (Fedorenko et al., 2010; 2011; Labache et al., 2019; Malik-Moraleda et
al., 2022), examining the linguistic functions of the brain networks de�ned by resting-state fMRI data
processing (Branco et al., 2020), and revealing the recruitment of the occipital cortex of congenitally blind
individuals in linguistic processing (Bedny et al., 2011). However, our results show that, without
controlling for the socialness of the stimuli, this classic effect may re�ect social-semantic working
memory. Therefore, the previous �ndings on this effect should be interpreted with caution, and future
language studies should consider social-semantic processing in language comprehension.
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Our results indicate that the left vTPJ and lATL may connect language comprehension with social
cognition through social-semantic working memory. Most previous studies on the relationship between
language and social cognition focused on the ability of reasoning about mental states, which is known as
Theory of Mind (ToM; de Villiers, 2007; Ferstl et al., 2008; Hagoort, 2019; Lin et al., 2018b; Paunov et al.,
2022). The key regions supporting ToM are the right TPJ and dorsal medial prefrontal cortex (Saxe &
Wexler 2005; Schurz et al., 2014), which are often engaged in the comprehension of stories and nonliteral
meanings (Feng et al., 2021; Ferstl et al., 2008; Mar, 2011). We assume that in comparison with ToM,
social-semantic working memory is a more general and basic social-cognitive component that connects
language comprehension with social cognition: it is not speci�c to mental states but involved in the
processing of a wide range of social concepts; it forms the basis of social-semantic manipulation and
integration, which in turn supports higher-order social cognition such as ToM. Consistent with our view, in
the �eld of social neuroscience, the left vTPJ and lATL are associated with not only ToM (Lewis et al.,
2011; Samson et al., 2004) but also other social functions (Olson et al., 2013; Saxe & Wexler 2005; Wang
et al., 2017); in the �eld of language comprehension, the left vTPJ and lATL are involved in not only
comprehension of stories (Mar, 2011) and nonliteral meanings (Rapp et al., 2012) but also social-
semantic comprehension of sentences (Zhang et al., 2021), phrases (Lin et al., 2020; Yang & Bi, 2022),
and words (Lin et al., 2015; 2018a; 2019; Wang et al., 2019).

As indicated by previous social neuroscience studies, the representation of social concepts relies on �ne-
grained social-semantic dimensions that have distinct neural correlates (Tamir et al., 2016; Thornton &
Mitchell, 2018). In Experiment 4, we examined the social-semantic working memory of two speci�c trait
dimensions, i.e. dominance and trustworthiness. Only dominance could be decoded from the neural
activity of the left vTPJ and lATL. This �nding is consistent with the previous �nding that dominance is
the most salient and conserved across the trait-state divide according to neural representation (Thornton
& Mitchell, 2018). It also indicates that the left vTPJ and lATL may not represent all kinds of social-
semantic dimensions. Many regions outside the left vTPJ and lATL have been found to represent speci�c
social-semantic subdimensions (Hassabis et al., 2014; Van Overwalle et al., 2015; Tamir et al., 2016;
Thornton & Mitchell, 2018). It remains to be investigated whether these regions support working memory
on speci�c social-semantic subdimensions.

The left vTPJ and lATL showed very similar results in the current study, indicating that they share similar
functions. Similar functional pro�les of these two regions have also been revealed in previous studies of
social-semantic processing (Zhang et al., 2022), language processing (Lerner et al., 2011; Pallier et al.,
2011), and RSFC (Amft et al., 2014). Nevertheless, some functional differences between them have also
been indicated by the literature. It has been found that the left lATL is more stably involved in word-level
social-semantic processing (Zahn et al., 2007; Zhang et al., 2021), while the left vTPJ is more sensitive to
discourse-level social-semantic processing (Lin et al., 2018b; Zhang et al., 2021). Therefore, the left lATL
and vTPJ may play greater roles in social concept retrieval and integration, respectively. In addition, the
left vTPJ also plays a role in cross-modal social-semantic integration: it is sensitive to both speeches and
gestures that convey the communicative intents (Redcay et al., 2016) and is especially sensitive to co-
speech gestures (Weisberg et al., 2017).
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The �nding that the left vTPJ is involved in social-semantic working memory can be linked to the previous
�nding that several functional subdivisions of the left TPJ support working-memory processes. In the �eld
of language processing, the left supramarginal and angular gyri have been found to buffer phonological
and semantic information, respectively (Martin et al. 2021; Yue et al., 2019; Yue & Martin, 2021). In the
�eld of social cognition, Meyer and Collier (2020) found that the bilateral dorsal TPJ is involved in
working memory of mental states of speci�c individuals such as characters from a television show.
These �ndings, together with ours, indicate that the left TPJ as a whole may play important roles in
working memory, with its different subdivisions supporting working memory of different types of
information.

Finally, it should be noted that both the left TPJ and ATL contain multiple functional subdivisions that
support different cognitive functions (Graves et al., 2022; Huth et al., 2016; Lin et al., 2018a; 2020; Seghier,
2013; Wang et al., 2019; Zhang et al., 2022). Hung et al. (2020) identi�ed 4 functional subregions of the
ATL using meta-analytic approaches. Among these subregions, only the lATL is sensitive to social
processing; the other subregions are differently sensitive to linguistic processing, visual sensory, auditory
sensory, episodic memory, and emotion (see also Wang et al., 2019). Lin et al. (2020) investigated the
neural correlates of phrase-level semantic combination using phrases of high and low socialness. They
found that in the left TPJ, the region sensitive to social semantics is ventral to the region sensitive to
phrase-level general semantic combination, with no overlap between the two regions. Therefore, although
we found that the activation of the left vTPJ and lATL in sentence processing is selectively associated
with social-semantic comprehension, some other brain areas of the TPJ and ATL might be involved in
general-semantic and/or syntactic processes.

To conclude, we examined whether the sentence and social-semantic effects observed in the left vTPJ
and lATL both re�ect social-semantic working memory. We found that the stronger responses of these
regions to sentences than to word lists are selectively associated with social-semantic comprehension
and that these regions are involved in social-semantic working memory during and after sentence
processing, which supports the social-semantic-working-memory hypothesis. Our �ndings provide novel
insights into the function of the left vTPJ and lATL in language comprehension and indicate that these
regions may connect language with social cognition through social-semantic working memory.

Online Methods

Participants
Participants were all right-handed and native Chinese speakers. None of them had experienced
psychiatric or neurological disorders or had sustained a head injury. The sample sizes of Experiments 1, 2,
3, 4, 5 and 6 were 20 (16 women, M age = 22.3 years, SD age = 2.3 years), 20 (13 women, M age = 23.5
years, SD age = 1.9 years), 20 (11 women, M age = 21.8 years, SD age = 2.4 years), 16 (9 women, M age = 
24.0 years, SD age = 2.4 years), 20 (14 women, M age = 22.8 years, SD age = 2.7 years), and 39 (28
women, M age = 22.9 years, SD age = 2.2 years), respectively. There were 82 participants in total (56
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women, M age = 22.7 years, SD age = 2.4 years). For Experiments 1 to 5, 70 participants took part in only 1
of the 5 experiments, 10 participants took part in 2 of them, and 2 participants took part in 3 of them. The
participants of Experiment 6 were all from Experiments 1 and 2. Before the study began, all protocols and
procedures were approved by the Institutional Review Board of the Magnetic Resonance Imaging
Research Center of the Institute of Psychology of the Chinese Academy of Sciences. Each participant read
and signed the informed consent form before taking part in the experiment.

Designs and procedures

Experiment 1
In addition to the 2 sentence conditions (HSS and NSS conditions) and 2 word-list conditions (HSWL and
NSWL conditions) mentioned in the Results section, Experiment 1 also included 2 character-list conditions
as another type of baseline. Because the contrast between sentences and word lists reveals the neural
responses to sentence-level processing better than the contrast between sentences and character lists, we
present and discuss the results of the latter contrast only in the Supplemental Information (Section A).

In the experiment, each of the 6 conditions contained 96 trials. For the HSS and NSS conditions, each trial
consisted of two sentences. For both conditions, the stimuli consist of 96 different sentences, with each
sentence being presented twice in different pairs. Five independent rating experiments (each recruiting 16
participants who did not participate in the fMRI experiment) were conducted to obtain the socialness,
imageability, semantic familiarity, and semantic plausibility of the sentences and the socialness of the
constituent words. The HSS and NSS conditions were signi�cantly different in both word- and sentence-
level socialness (HSS > NSS) and were matched on all the other ratings. The two conditions were also
matched on log-transformed word frequency (Chinese Linguistic Data Consortium, 2003). See Table S14
of Supplemental Information Section B for the statistics of the manipulated and controlled variables of
Experiment 1. We then segmented the sentences of the HSS and NSS conditions into words and
characters. The constituent words and characters of the HSS condition were used to form the stimuli of
the HSWL and high-socialness character-list (HSCL) conditions[2]; the constituent words and characters
of the NSS condition were used to form the stimuli of the NSWL and nonsocial character-list (NSCL)
conditions. Each trial of the word-list conditions consisted of six nouns or six verbs. Each trial of the
character-list conditions consisted of 6 character pairs that did not form words.

The fMRI experiment included 6 runs of 9.9 minutes each, employing a block design. In the �rst and last
10 seconds of each run, participants were shown a �xation. Each run contained 4 blocks for each
condition, with interblock intervals of 10 s. The order of blocks of different conditions was
counterbalanced across runs and participants. Each block contained a cue and four trials, lasting 20 s in
total. The cue was presented for one second, indicating whether the following stimuli were sentences,
word lists, or character lists. The structure of a trial is shown in Fig. 1B. Words and character pairs were
presented one by one for 500 milliseconds each. A �xation of 300 milliseconds appeared after the last
word or character pair, followed by a probe word or character pair appearing for 1.35 s. As soon as the
participants saw the probe word or character pair, they were asked to judge whether the probe stimulus
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had been presented within the current trial quickly and accurately. Each trial ended with a �xation of 350
milliseconds.

Experiment 2
Experiment 2 included 2 sentence conditions (HSS and NSS conditions) and 2 word-list conditions (HSWL
and NSWL conditions). The HSS and NSS conditions each contained 60 different sentences. Five
independent rating experiments (each recruiting 16 participants who did not participate in the fMRI
experiment) were conducted to obtain the socialness, imageability, semantic familiarity, semantic
plausibility, and syntactic plausibility of the sentences. The HSS and NSS conditions were signi�cantly
different in the socialness of sentence meaning (HSS > NSS) and were matched on all the other ratings
(Table S15). For each sentence, the maximum depth and mean depth of the syntactic nodes were
calculated based on the bottom-up node tree obtained from the Chinese Stanford Parser
(https://nlp.stanford.edu/software/lex-parser.shtml), serving as two measures of syntactic complexity.
The HSS and NSS conditions were matched on both measures (Table S15). In addition, the HSS and NSS
conditions were also matched on character number, word number, and mean log-transformed word
frequency (Table S15. For both the HSS and NSS conditions, the 60 sentences were grouped into 15
blocks (each containing 4 sentences). The constituent words of each block were then shu�ed and
rearranged into 4 word lists to constitute the stimuli of the HSWL and NSWL conditions.

The fMRI experiment included 4 runs of 7.1 minutes each, employing a block design. In the �rst and last
10 seconds of each run, participants were shown a �xation. Each run contains 4 blocks for 3 conditions
and 3 blocks for the other conditions, with interblock intervals of 10 s. The number and order of blocks for
different conditions were counterbalanced across runs and participants. Each block contained a cue and
four trials. The cue was presented for 1 second, indicating whether the following stimuli were sentences
or word lists. The trial structure was the same as that of Experiment 1, except that each sentence or word
list was presented for 4 seconds, with each constituent word within a trial having an equal length of
presentation time (see Fig. 2B).

Experiment 3
Experiment 3 employed a delayed word-recognition task, in which participants were asked to read
sentences, maintain them for a period, and then perform word-recognition judgment by pressing buttons.
We manipulated the socialness and number of stimuli (2 or 4 sentences) to create four experimental
conditions: the high-socialness and high-memory-load (HSHML), high-socialness and low-memory-load
(HSLML), nonsocial and high-memory-load (NSHML), and nonsocial and low-memory-load (NSLML)
conditions. Each condition contained 32 trials. The stimuli were the 96 high-socialness and 96 nonsocial
sentences used in Experiment 1. Each sentence appeared in two different trials. As in Experiment 1, we
matched the imageability, semantic familiarity, and semantic plausibility of the sentences and the log-
transformed word frequency across conditions (Table S16).

The fMRI experiment included 4 runs of 12 minutes each, employing an event-related design. Each run
included 32 trials, with 8 trials for each condition. The numbers and orders of the trials for different
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conditions were counterbalanced across runs and participants. In the �rst and last 10 seconds of each
run, participants were shown a �xation. In each trial, the encoding, maintenance, and recognition stages
lasted 7, 6, and 3 seconds, respectively. The three stages were separated by two jitter intervals, each 0.5 to
2.5 seconds, with an average duration of 1.5 seconds (see Fig. 3B).

Experiment 4
Experiment 4 employed a novel ‘mental portrait’ task, in which participants read two sentences describing
either two trait features of a person (dominance and trustworthiness) or two physical facial features
(big/small face and long/short eyebrows) of a person successively and then chose a photograph from
two to match the contents of the sentences. For the trait dimension of dominance, participants saw either
the sentence “TA ” (meaning “He or she likes to lead and command others”) indicating high
dominance or “TA ” (meaning “He or she likes to follow and obey others”) indicating low
dominance. For the trait dimension of trustworthiness, participants saw either the sentence “TA ”
(meaning “He or she is a sincere and straightforward person”) indicating high trustworthiness or “TA

” (meaning “He or she is a smooth and changeable person”) indicating low trustworthiness. For the two
physical facial dimensions, participants saw “TA / ” (meaning “He or she is a person with a
big/small face”) and “TA / ” (meaning “He or she is a person with long/short eyebrows”). We
chose the two physical facial dimensions based on the �nding of Vernon et al. (2014) and the results of
rating experiments on our stimuli (see below), both of which indicate that the correlations between
dominance, trustworthiness and the two selected physical facial features were very low. Note that for
each of four dimensions, the two sentences describing the different poles of the dimension were identical
in syntactic structures, avoiding the confounding between the semantic and syntactic differences.

The different orders and contents of the sentences resulted in 8 trait and 8 physical facial conditions. The
social conditions were labeled HDHT, HDLT, LDHT, LDLT, HTHD, HTLD, LTHD, and LTLD, in which the letters
HD, LD, HT, and LT indicate high dominance, low dominance, high trustworthiness, and low
trustworthiness, respectively. The physical facial conditions were labeled BFLE, BFSE, SFLE, SFSE, LEBF,
LESF, SEBF, and SESF, in which BF, SF, LE, and SE indicate big face, small face, long eyebrow, and short
eyebrow respectively. The picture stimuli were 128 photographs selected from the CAS-PEAL Chinese face
database (Gao et al., 2008). Four rating experiments (each recruiting 16 participants who did not
participate in the fMRI experiment) were conducted to rate each photograph on the two traits and two
physical facial dimensions using 1–100 scales. The results showed that the correlations between the z-
transformed scores of the photographs on any two of the four dimensions were low (|r| < 0.15). The
photographs were then grouped into 64 pairs. Each pair of photographs was included in two trait
conditions that were opposite in both trait dimensions (e.g., HDHT and LDLT) and two physical facial
conditions that were opposite in both physical facial dimensions (e.g., BFLE and SFSE). Therefore, each
condition contained 16 pairs of photographs, corresponding to 16 different trials of the condition.

The fMRI experiment included 8 runs of 436 seconds each, employing an event-related design. In the �rst
and last 10 seconds of each run, participants were shown a �xation. Each run included 32 trials, with 2
trials for each condition. The orders of the trials of different conditions were counterbalanced across runs
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and participants. The trial structure is shown in Fig. 4A. Each trial started with a red �xation of 0.2
seconds. Then, the �rst and second sentences appeared in turn, each lasting for 1.5 seconds, followed by
a jitter �xation of 1.5 to 3.5 seconds (M = 2.5 seconds). The photographs were shown for 2 seconds,
during which participants were asked to make their judgment by pressing buttons. Each trial ended with a
jitter �xation of 1.3 to 4.3 seconds (M = 2.8 seconds).

Experiment 5
Experiment 5 included 3 conditions, each of which contained 30 short silent videos. The videos were
obtained from online resources (https://www.videvo.net/free-stock-footage/). All videos were cut to 5
seconds long. We selected the stimuli of the three conditions based on the number of people shown in the
video, with the HS videos containing multiple people who are interacting, the SP videos containing a
single person, and the NS videos containing no person.

The fMRI experiment included a single run of 11 minutes 16 seconds, employing a block design. In the
�rst and last 10 seconds of each run, participants were shown a �xation. There were 6 blocks for each
condition. Each block contained 5 videos, each lasting 5 seconds, and 4 interstimulus �xations of 500
milliseconds (see Fig. 5B for the block structure). Participants were asked to rate their pleasantness while
watching the video by pressing one of four number buttons (1 = very unpleased, 4 = very pleased).

Experiment 6
Experiment 6 collected resting-state fMRI data using a single run lasting 8 minutes. During the fMRI
scanning, participants were asked to look at a white cross in the center of a black screen.

Image acquisition and preprocessing
Structural and functional data were collected using a GE Discovery MR750 3 T scanner at the Magnetic
Resonance Imaging Research Center of the Institute of Psychology of the Chinese Academy of Sciences.
For all experiments, T1-weighted structural images were obtained using a spoiled gradient-recalled pulse
sequence in 176 sagittal slices with 1.0-mm isotropic voxels. From Experiments 1 to 5, functional BOLD
data were collected using a gradient-echo echo-planar imaging sequence in 42 near-axial slices (repetition
time = 2 seconds; echo time = 30 milliseconds; �ip angle = 70°; matrix size = 64 × 64; voxel size = 3.0 mm ×
3.0 mm × 3.0 mm). In Experiment 6, functional BOLD data were collected using a gradient-echo echo-
planar imaging sequence in 33 axial slices (repetition time = 2 seconds, echo time = 30 milliseconds, �ip
angle = 90°, matrix size = 64 × 64; voxel size = 3.5 mm × 3.5 mm × 4.2 mm).

The fMRI data were preprocessed using the Statistical Parametric Mapping software (SPM12;
http://www.�l.ion.ucl.ac.uk/spm/) and the advanced edition of DPARSF V4.3 (Yan & Zang, 2010)
implemented in DPABI V3.0 (Yan et al., 2016). For the preprocessing of the task fMRI data, the �rst �ve
volumes of each functional run were discarded to reach signal equilibrium. Slice timing and 3-D head
motion correction were performed. Subsequently, a mean functional image was obtained for each
participant, and the structural image of each participant was coregistered to the mean functional image.
Thereafter, the structural image was segmented using a uni�ed segmentation module (Ashburner &
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Friston 2005). Next, a custom, study-speci�c template was generated by applying diffeomorphic
anatomical registration through exponentiated lie algebra (DARTEL; Ashburner, 2007). The parameters
obtained during segmentation were used to normalize the functional images of each participant into the
Montreal Neurological Institute space by applying the deformation �eld estimated by segmentation. The
functional images were subsequently spatially smoothed using a 6-mm full-width-half-maximum
Gaussian kernel for univariate analysis but not for multivariate pattern analysis (MVPA).

For the preprocessing of the resting-state fMRI data, after the same procedure for univariate analysis,
linear trends were removed to reduce the effects of low-frequency drifts. The effects of nuisance
variables, including 24 rigid head motion parameters (Friston, Williams, Howard, Frackowiak, & Turner,
1996; Yan et al., 2013), white matter signal, and cerebrospinal �uid signal, were removed by linear
regression from each voxel's time course. Temporal bandpass �ltering (0.01–0.1 Hz) was performed to
reduce the effects of high-frequency noises.

Data analysis
For the behavioral analyses and results of Experiments 1 to 5, please see the Supplemental Information
(Section C). The fMRI data analyses were all conducted using SPM12 unless speci�cally stated.

Univariate analysis (Experiments 1, 2, 3, and 5)

First-level analysis
At the �rst level, general-linear-model (GLM) analyses were performed to explore the �xed effect of each
regressor for each participant. In Experiments 1, 2, and 5, which used a block design, each condition was
modeled as a regressor (Experiment 1: HSS, NSS, HSWL, NSWL, HSCL, and NSCL; Experiment 2: HSS,
NSS, HSWL, and NSWL; Experiment 5: HS, SP, and NS), resulting in 6, 4, and 3 regressors, respectively. In
Experiment 3, for each of the 4 conditions (HSHML, HSLML, NSHML, and NSLML), the 3 stages
(encoding, maintenance, and recognition) and the jitter intervals before and after the maintenance stage
were modeled as 4 regressors of interest, resulting in 16 regressors. The above regressors were modeled
with boxcar waveforms convolved with the canonical hemodynamic response function (HRF). In addition,
for each GLM, six head motion parameters obtained by head motion correction were included as nuisance
regressors, and a high-pass �lter (128 seconds) was used to remove low-frequency signal drift for each
run.

Second-level analysis
The estimated beta-maps for each regressor obtained from the �rst-level analysis were entered into
second-level (between-subject) random-effect analysis. For Experiments 1, 2, and 3, �exible factorial
models were applied to accommodate their multifactor designs (Experiment 1: 2 x 3 within-subject design;
Experiment 2: 2 x 2 within-subject design; Experiment 3: 2 x 2 within-subject design for each of the three
trial stages). Contrasts of interest were examined using within-subject t-tests. For Experiments 1 and 2,
the contrasts included “[(HSS + HSWL) - (NSS + NSWL)] / [(HSS + HSCL) - (NSS + NSCL)]” (the main effect
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of socialness), “[(HSS + NSS) - (HSWL + NSWL)] / [(HSS + NSS) - (HSCL + NSCL)]” (the main effect of
sentence sensitivity), “[(HSS - HSWL) - (NSS - NSWL)] / [(HSS - HSCL) - (NSS - NSCL)]” (the interaction of
socialness and sentence sensitivity), and “(HSS - HSWL) / (NSS - NSWL) / (HSS - HSCL) / (NSS - NSCL)”
(the sentence sensitivity effect in the high-socialness and nonsocial conditions). For experiment 3, at both
the encoding and maintenance stages, the contrasts included “(HSHML + HSLML) - (NSHML + NSLML)”
(the main effect of socialness), “(HSHML + NSHML) - (HSLML + NSLML)” (the main effect of cognitive
demand), and “(HSHML - NSHML) - (HSLML - NSLML)” (the interaction of socialness and cognitive
demand). For Experiment 5, after �tting the GLM, contrasts between each two of the three conditions were
computed for every participant. The contrast images were then entered into one-sample t tests. For whole-
brain analysis, multiple comparison corrections were conducted using cluster-level FWE correction (p 
< .05) as implemented in SPM12 (voxel-wise p < .001).

ROI analysis
For ROI analysis, we used two methods to de�ne the left vTPJ and lATL areas sensitive to sentences. The
�rst way was to de�ne the ROIs based on a previously published meta-analysis (Zaccarella et al., 2017).
Zaccarella et al. (2017) reported 11 peak MNI coordinates where sentences induced reliably stronger
activity than word lists, among which we selected the coordinates of -44 -56 18 and − 54 − 4 -22 to
represent the left vTPJ and lATL, respectively. We chose these coordinates because they are most
consistent with the anatomical positions “vTPJ” and “lATL”. In addition, these coordinates are also very
close to the peak coordinates reported by recently published meta-analyses on social semantic
processing (Arioli et al., 2020; Zhang et al., 2021). For each coordinate, the ROI was de�ned as a 6-mm
radius sphere centered on it.

The second way to de�ne the ROIs was based on individual data. This method was applicable
to Experiments 1 and 2 because the task used in these experiments can serve as a localizer for the brain
areas sensitive to sentences. The localizing method was modi�ed from the method proposed by
Fedorenko et al. (2010). Fedorenko et al. (2010) provided a set of group-constrained masks for the areas
involved in language processing (http://web.mit.edu/evlab/funcloc/). Because the masks covered
broader regions than the left vTPJ and lATL, we overlapped the original group-constrained masks with a
social-constrained map to obtain the neural overlaps between language and social cognition in the left
vTPJ and lATL. The social-constrained map was de�ned by the Neurosynth meta-analysis
(neurosynth.org; Yarkoni et al., 2011) using the term ‘social’ as the key word (association test; false
discovery rate criterion of 0.01). We obtained 4 overlapping clusters larger than 100 voxels (voxel size =
3.0 mm × 3.0 mm × 3.0 mm), located in the left vTPJ, lATL, dmPFC, and right vTPJ (which are located
within Fedorenko et al.’s group-constrained masks of the left posterior temporal lobe, left anterior
temporal lobe, left superior frontal gyrus, and right middle-posterior temporal lobe, respectively). We
therefore used these clusters as the group-constrained masks of this study, which were used to de�ne the
2 major individual ROIs in the left vTPJ and lATL and 2 supplementary individual ROIs in the other 2
regions. For each participant, the data from the �rst half of scanning were used to de�ne the individual
ROIs. The group-constrained masks were intersected with the participant’s unthresholded t-maps of the

http://web.mit.edu/evlab/funcloc/
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contrasts of “sentence > word-list” (i.e., HSS + NSS > HSWL + NSWL)[3]. For each participant, the 10% of
voxels with the highest t-values in each mask were chosen as the individual ROI (Blank & Fedorenko,
2020). Then, the data from the second half of scanning were used to conduct the statistical analyses at
the ROI level. We presented the results of the major ROIs in the main text and those of the supplementary
ROIs in the Supplemental Information (Section A).

In ROI analysis, for each participant, the estimated beta-values for each regressor obtained from the GLM
analysis were averaged across all voxels within each ROI. For Experiments 1 and 2, the in�uence of IES
was regressed out from beta-values for each condition and subject. Speci�cally, for each ROI, a linear
mixed model was �t to the participants’ beta value using the lme4 package (Bates & Sarkar 2007) in R (R
Core Team, 2020). This model included IES as the �xed effect and participant as a random factor with
only a random intercept. The residuals were obtained and then entered into the contrast analysis. All
contrasts of interest were identical to those of whole-brain analysis and were examined using both
Bayesian and classical parametric t-tests in R. Bayesian tests were based on the BayesFactor package
(Morey & Rouder, 2015), with a default Cauchy prior width of r = 0.707 for effect size on the alternative
hypothesis (H1) (Rouder et al., 2012).

MVPA (Experiment 4)

First-level analysis
In Experiment 4, the �rst-level analysis contained two steps. The �rst step was GLM analysis. We built 8
regressors (corresponding to the 8 different sentences of our stimuli, see Fig. 4B) for the encoding stage
of the �rst sentence, 16 regressors for the encoding stage of the second sentence (corresponding to the
16 sentence combinations, i.e. HDHT, HDLT, LDHT, LDLT, HTHD, HTLD, LTHD, LTLD, BFLE, BFSE, SFLE,
SFSE, LEBF, LESF, SEBF, and SESF) and 16 regressors for the response stage. These regressors were all
convolved with the canonical HRF. In addition, six head motion parameters were included as nuisance
regressors, and a high-pass �lter (128 seconds) was used to remove low-frequency signal drift for each
run.

The second step was MVPA. We conducted both whole-brain searchlight MVPA and ROI-based MVPA. All
classi�cation procedures at both the whole-brain and ROI levels were implemented by the e1071 package
(Meyer et al., 2019) and custom script in R (R Core Team, 2020). Whole-brain searchlight analysis was
conducted within a group-based gray mask. To obtain the mask, the normalized structural image was
segmented into different tissues for each participant. The resulting gray matter probabilistic images were
resliced to the same spatial resolution as that of the functional image, averaged across participants, and
thresholded at 0.25 to generate a binary mask for searchlight mapping. For each voxel within the gray
matter mask, support vector machine (SVM) decoding was conducted within a 5 x 5 x 5 voxels cube
centered at that voxel using the leave-one-run-out cross-validation approach (Cortes & Vapnik, 1995). For
the encoding stages of both sentences, we trained 4 classi�ers to discriminate the poles of the 4
dimensions (HD or LD, HT or LT, BF or SF, and LE or SE) described in the current sentence. For the
encoding stages of the second sentence, we additionally trained 4 classi�ers to discriminate the poles of



Page 20/39

the 4 dimensions described in the context sentence (the �rst sentence). Before the SVM decoding was
conducted, beta values within a cube were normalized to remove the common response pattern by
subtracting the mean across the conditions to be discriminated. The resulting accuracy images were
smoothed using a 6 mm FWHM Gaussian kernel for subsequent second-level statistical analyses.

ROI-based MVPA was conducted within the ROIs identical to those used in Experiment 3. After �tting the
GLM, for each regressor of the encoding stage of the �rst and second sentences in each run, the
estimated beta-values of all voxels within a given ROI mask were normalized and concatenated to form a
fMRI pattern vector. Based on these fMRI pattern vectors, SVM decoding was conducted to discriminate
the poles of the 4 dimensions described in the current or last sentences, just as in the whole-brain
searchlight cubes.

Second-level analysis
For whole-brain searchlight MVPA, the second-level statistical analysis was conducted to examine
whether the classi�cation performance for each dimension within each cube was above the chance level
using one-tailed one-sample t-tests. For ROI-level MVPA, the participant-wise bootstrapping method was
conducted to obtain the statistical signi�cance of the classi�cation performance for each dimension. For
each round of bootstrapping iteration, the dataset was resampled with replacement to create a pseudo
sample keeping the original sample size, and the mean classi�cation accuracy of the group was
calculated. This procedure was repeated 5000 times to form a sampling distribution for each
classi�cation. The null distribution of each classi�cation was generated by subtracting the veritable
accuracy from the sampling distribution, and the veritable accuracy was then ranked against the null
distribution to calculate the p value.

RSFC analyses (Experiment 6)
There were 15 seed ROIs in total, among which 2 key ROIs (i.e. the left vTPJ and lATL) and 9 sentence-
processing ROIs were de�ned based on the meta-analysis results of Zaccarella et al. (2017) and 4 social-
semantic-processing ROIs were de�ned based on the meta-analysis results of Zhang et al. (2021). For
each pair of seed ROIs, each participant’s mean time series of each seed ROI was calculated and
correlated with each other. The correlation coe�cients were then Fisher-transformed to represent the
RSFC. We conducted two analyses to examine whether the left vTPJ and lATL have stronger RSFC to the
social-semantic or sentence-processing areas. In the �rst analysis, for each key ROI, we compared its
mean RSFC to the social-semantic-processing ROIs with that to the sentence-processing ROIs across
participants using both Bayesian and classical parametric t-test. In the second analysis, the mean RSFC
matrix of these 15 seed ROIs was transformed back to correlation coe�cients and then applied with k-
means clustering to group them into 2 to 10 clusters. The ideal number of clusters was selected on the
basis of the highest silhouette score.
[2] Character pairs are often used as nonwords in the research of Chinese reading (e.g., Lin et al., 2016) so
that we included the character-list conditions to serve as nonword baseline conditions. However, it should
be noted that almost all Chinese characters have their own meanings. The meaning of a Chinese word is



Page 21/39

often related with the meaning of its constituent characters. Therefore, the constituent characters of high-
socialness words also have relatively high socialness in their meanings, so that we referred to the
condition as the high-socialness character-list condition.

[3] For the supplemental analysis using character-list conditions as the baseline conditions, the ROIs were
de�ned using the contrasts of “sentence > character-list” (i.e., HSS + NSS > HSCL + NSCL).
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Figure 1

Sensitivity of the left vTPJ and lATL to sentences are selectively associated with social-semantic
comprehension (Experiment 1).

Panel A: The sample materials for each critical experimental condition. For each trial, the stimuli were six
words of either high or no socialness. The words formed two short sentences or an unconnected word list.



Page 30/39

Slashes indicate the word boundaries.

Panel B: The trial structure of the task. In each trial, participants saw the stimuli word by word and then
performed a word recognition task. The experiment used a block design, with each block consisting of
four trials of the same condition.

Panel C: The left lateral view of the whole-brain results (for the full results, see Table S2). Interaction
between social-semantic and sentence effects was found in the left vTPJ and lATL. The left vTPJ and
lATL showed stronger activation to sentences than to word lists in the high-socialness conditions (HSS
vs. HSWL) but not in the nonsocial conditions (NSS vs. NSWL).

Panel D: The ROI results (for the results of classical parametric tests, see Table S7). The two bar graphs
on the left side show the results in the ROIs de�ned based on a meta-analysis for the contrast between
sentences and word lists (Zaccarella et al., 2017). The two bar graphs on the right side show the results in
the ROIs de�ned based on the contrast between sentences and word lists on half of individual data. The
bars show the mean residuals of the beta values with the IES being regressed out, the errorbars show
standard errors, and each point shows the data of a participant. The brain maps at the bottom of the bar
graphs show the locations of the literature-based ROIs and the group-constrained masks for individual
ROIs. All ROIs show strong sentence effect in high-socialness conditions, no sentence effect in nonsocial
conditions, and interaction between social-semantic and sentence effects.

Abbreviations: HSS = high-socialness sentence, HSWL = high-socialness word list, NSS = nonsocial
sentence, NSWL = nonsocial word list.
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Figure 2

Replicating the �nding of Experiment 1 using longer and more natural sentential stimuli (Experiment 2).

Panel A: The sample materials for each experimental condition. For each trial, the stimuli were a series of
words that formed either a sentence or a word list of either high or no socialness. Slashes indicate the
word boundaries.
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Panel B: The trial structure of the task. The task was the same as that used in Experiment 1.

Panel C: The left lateral view of the whole-brain results (for the full results, see Table S3). Interaction
between social-semantic and sentence effects was found in the left vTPJ. As in Experiment 1, the left
vTPJ and lATL showed stronger activation to sentences than to word lists in the high-socialness
conditions (HSS vs. HSWL) but not in the nonsocial conditions (NSS vs. NSWL).

Panel D: The ROI results (for the results of classical parametric tests, see Table S8). The layouts are
identical to those of Figure 1D. The results replicate the �nding of Figure 1D: All ROIs show strong
sentence effect in high-socialness conditions, no sentence effect in nonsocial conditions, and interaction
between social-semantic and sentence effects.

Abbreviations: HSS = high-socialness sentence, HSWL = high-socialness word list, NSS = nonsocial
sentence, NSWL = nonsocial word list.
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Figure 3

Persistent social-semantic-selective neural activity during the delay period (Experiment 3).

Panel A: The sample materials for each experimental condition. For each trial, the stimuli were two or four
short sentences consisting of words of either high or no socialness. Slashes indicate the sentence
boundaries.

Panel B: The trial structure of the task. In each trial, participants were asked to read and maintain the
words. After a delay period, they performed a word recognition task.
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Panel C: The whole-brain results (for more information on the results, see Table S4 and Table S5). The left
vTPJ and lATL showed social-semantic activation in both encoding and maintenance stages, which is
consistent with the key prediction of the social-semantic-working-memory hypothesis. Encoding more
sentences invoked stronger activation in the core fronto-parietal working-memory network and visual
cortex; maintaining more sentences invoked stronger activation in a few areas in the left lateral frontal
and parietal cortex. Interaction between social-semantic and demanding effects was only found in the
posterior cingulate and in the encoding stage, which is not shown in the �gure (see Table S4).

Panel D: The ROI results (for the results of classical parametric tests, see Table S9). The bars show the
mean beta values, the error bars show standard errors, and each point shows the data of a participant. As
predicted by the social-semantic working memory hypothesis, in both ROIs, social-semantic effects were
found in both encoding and maintenance stages. Interaction between social-semantic and demanding
effects was found in both ROIs in the encoding but not maintenance stage.

Abbreviations: HSHML = high-socialness and high-memory-load, HSLML = high-socialness and low-
memory-load, NSHML = nonsocial and high-memory-load, NSLML = nonsocial and low-memory-load.



Page 35/39

Figure 4

Persistent social-semantic-selective neural activity during the processing of successive sentences
(Experiment 4).

Panel A: The trial structure of the task. In each trial, participants read two sentences describing either two
trait features (dominance and trustworthiness) or two physical facial features (big/small face and
long/short eyebrows) of a person. Then they were asked to choose a photograph from two to match the
contents of the sentences.
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Panel B: The descriptive sentences for each trait or physical facial dimension.

Panel C: The results of MVPA in ROIs. The bars show the averaged classi�cation accuracies on the poles
of the four dimensions described in the last (upper) and current sentences (lower). The black solid line in
each bar shows the lower bound of 95% con�dence interval for the classi�cation accuracy obtained using
bootstrap, and each point shows the data of a participant. The dashed line shows the change level (50%).
In the left vTPJ, the features of dominance described in the current and last sentences can both be
decoded from the activation patterns; in the left lATL, the features of dominance described in the last
sentence can be decoded from the activation patterns, but the effect did not survive the Bonferroni
correction for the number of dimensions decoded (N = 4). No other features can be decoded from the
activation of the two ROIs.

Abbreviations: HD = high dominance, LD = low dominance, HT = high trustworthiness, LT = low
trustworthiness, BF = big face, SF = small face, LE = long eyebrow, SE = short eyebrow.

Note. * p <.05, ** p <.01 (uncorrected).
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Figure 5

Left vTPJ and lATL are sensitive to the socialness of nonlinguistic stimuli (Experiment 5).

Panel A: Screenshots of sample videos of the high-socialness (left), single-person (middle), and nonsocial
(right) conditions.

Panel B: The block structure. Each block contained 5 videos from the same condition.
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Panel C: The whole-brain results (for more information on the results, see Table S6). The left vTPJ showed
sensitivity to socialness in all contrasts between conditions (HS > SP > NS). The left lATL showed
sensitivity to socialness in the contrast between HS and NS conditions.

Panel D: The ROI results (for the results of classical parametric tests, see Table S10). The bars show the
mean beta values, the error bars show standard errors, and each point shows the data of a participant.
Both ROIs showed sensitivity to socialness in all contrasts between conditions (HS > SP > NS).

Abbreviations: HS = high-socialness condition, SP = single-person condition, NS = nonsocial condition.

Figure 6

Left vTPJ and lATL have stronger intrinsic connectivity to the social-semantic-processing areas than to
the sentence-processing areas (Experiment 6).

Panel A: The locations of the seed ROIs. The ROIs were de�ned based on two meta-analyses by
Zaccarella et al. (2017) and Zhang et al. (2021). To remain consistent with the ROI analyses of
Experiments 1 to 5, we de�ned the key ROIs (i.e. the left vTPJ and lATL) according to Zaccarella et al.
(2017). The left vTPJ and lATL found in the meta-analysis of social-semantic-processing tasks (Zhang et
al., 2021) were thus not included in the analysis. The sentence-processing ROIs and social-semantic-
processing ROIs were de�ned according to Zaccarella et al. (2017) and Zhang et al. (2021), respectively.
According to the prediction of the social-semantic-working-memory hypothesis, the left vTPJ and lATL
should have stronger intrinsic connectivity to the social-semantic-processing ROIs than to the sentence-
processing ROIs even they were de�ned based on sentence-processing tasks.
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Panel B: Mean RSFCs of the key ROIs to social-semantic-processing and sentence-processing ROIs. For
both the left vTPJ and lATL, their average RSFCs to the social-semantic-processing ROIs were stronger
than those to the sentence-processing ROIs (for the results of classical parametric tests, see Table S11).

Panel C: The results of the k-means clustering analysis on all ROIs. The left vTPJ, lATL, aSTS and TP
clustered together with the social-semantic-processing ROIs rather than the other sentence-processing
ROIs, even they were de�ned based on the meta-analysis results of sentence-processing studies
(Zaccarella et al., 2017). Upper: the averaged silhouette scores of the k-means clustering analysis. Lower:
the best clustering solution shown by the dashed lines in the RSFC matrix of the seed ROIs.

Abbreviations: IFG_Orb = inferior frontal gyrus (orbital part), IFG_Ope = inferior frontal gyrus (opercular
part), IFG_Tri = inferior frontal gyrus (triangular part), TP = temporal pole, aSTS = anterior superior
temporal sulcus, pSTS = posterior superior temporal sulcus, pMTG = posterior middle temporal gyrus, PC
= posterior cingulate.
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