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Abstract
Images can carry more information than words, but the data space of images format is much larger than
the text format when they are containing the same information. Therefore, how to e�ciently compress
images to improve their storability and transmissibility is one of the key research issues in the �eld of
computer vision. Through consulting the relevant literature, this paper analyzes the development process
of the current image compression technology, and introduces traditional compression methods and deep
learning compression methods, while focusing on the compression methods based on deep learning.
Through comparative experiments, this paper analyzes the performance of various types of neural
networks in image compression tasks, and summarizes the advantages and disadvantages of various
types of neural networks in compression tasks.

1 Introduction
With the development of image sensor hardware technology, image compression is now essential for
applications such as transmission and storage in data bases. Taking the mobile phone which have the
widest range as an example, the image pixels taken by mainstream mobile phones on the market are
about 20 million, and the size of each image is about 3MB. With the increasing size of image data, higher
requirements have been placed on the network bandwidth for transmission and the hardware devices for
storage. In addition to improving the external conditions, the compression operation of the image itself is
also crucial for storage, transmission and processing. Image compression means that redundant
information in an image is eliminated, only valid information is retained, and the image can be
reconstructed according to such valid information. Redundant information can be divided into �ve types:
spatial redundancy, temporal redundancy, visual redundancy, information entropy redundancy and
knowledge redundancy. Redundant information refers to useless expression information in the image or
information that can be derived from other information [1-4]. According to the development of time line,
image compression technology can be divided into traditional image compression methods and image
compression methods based on deep learning. In the early days, due to the limited computing power of
the computer, only the traditional way of image compression coding can be used for compression. The
compression process of this kind of compression method is: the input image is preprocessed �rst, usually
including image segmentation, color space conversion, etc; After that, the main function of converting
and coding the preprocessed image is to remove the redundant pixels of the image; Secondly, the
information representation of the image is quantized to reduce the storage size of the image; Finally, the
quantized image is converted into a bit stream by quotient coding. Such traditional compression methods
are mainly represented by JPEG [5-6], JPEG2000 [7-8], BPG [9], WebP [10-11] and other algorithms. Most
of these algorithms complete data compression by blocking and quantizing. Although they have good
quantizing effect, blocking effect, ringing effect and blocking effect will occur under the condition of high
compression ratio, which will greatly damage the image quality. At present, with the development of deep
learning technology, using the parameter self-learning ability of deep neural network, more complex
coding structures can be constructed to achieve higher quality image compression. According to the type
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of neural network, the methods of image compression using depth learning algorithm can be divided into
the following three categories: based on recurrent neural network (RNN), convolution neural network
(CNN) and generative adversarial neural network (GAN). Through these neural network, data formats at
different levels such as pixels and bit values can be compressed to achieve deeper data compression,
making the image compression method based on deep learning better than traditional image
compression algorithm in compression ratio and compression image quality [12-15].

Jiang et al[53] presents an extensive survey on the development of neural networks for image
compression which covers three categories: direct image compression by neural networks; neural network
implementation of existing techniques, and neural network based technology in 1999. Mohammad Haris
Baig et al[54] design deep architectures for lossy image compression in the context of multi-stage
progressive encoders. Johannes Balle et al [55] �nds that the optimized method generally exhibits better
rate–distortion performance than the standard JPEG and JPEG 2000 compression methods. Wen bin
Yin[56] propose an end-to-end reference resource based image compression scheme to exploit the strong
correlations with external similar images. Since the pioneering work of Toderici et al. [20] in 2015
exploited recurrent neural networks for learned image compression, much progress has been made,
bene�ting from the strong modeling capacity of deep networks. [57-62].

Therefore, this paper will introduce the principles and current achievements of three kinds of neural
network compression methods one by one, analyze and summarize their commonalities, advantages and
disadvantages.

2 Image Compression Based On Deep Learning
In traditional methods, to improve the compression ratio and image quality, the encoder structure is
optimized to make the encoding of pixel information more compact and e�cient. However, the
framework used in traditional methods contains multiple submodules and a large number of parameters,
which makes the optimization space limited and the compression performance does not improve
signi�cantly in the later stage. While deep learning relies on the characteristics of the network to
automatically extract feature information and update network parameters. In terms of improving
compression performance, it can jointly optimize the entire deep learning network framework, which has
more exploration space for improving compression performance. Therefore, the compression method
based on deep learning has evolved into three types of network structures: convolutional neural
network[50], recurrent neural network[51] and generative adversary neural network[44]. Three types of
networks complete e�cient image compression from different aspects and a brief summary is presented
in Table 1.

2.1 Image Compression based on CNN
Convolutional neural network is an arti�cial neural network architecture based on the connection mode
and structure of biological neurons, which is widely used in the �eld of computer vision because of its



Page 4/18

excellent ability to process image data. Its architecture has two characteristics: sparse connection and
weight sharing, and the network has translation invariance for images. Sparse connection replaces the
connection mode of full connection of neurons between adjacent network layers. Sparse connection can
effectively control the number of connections between neurons and only connect local neurons; Weight
sharing means that neurons in the same layer network use the same weight parameters, effectively
reducing the number of parameters. Moreover, the sparse connection method enables the network to
effectively extract the local features of the image, and identify the semantic information of the image
after stretching, rotation, translation and other operations. The above three characteristics make the
convolutional neural network have higher compression ratio and better compression image quality than
traditional compression methods in image compression tasks.

Ball é J team applied convolutional neural network to image compression task for the �rst time. His team
proposed an end-to-end image compression network based on convolutional neural network, which is
composed of nonlinear encoder, equalizing quantizer and nonlinear decoder. In the construction of
nonlinear encoder, Ball é J team adopted GDN (Generalized Divisional Normalization, a nonlinear
normalization method of decorrelation) model to reduce the correlation between data and simplify the
subsequent entropy coding [16]. Later, his team proposed an image compression algorithm based on the
variational self-encoder on the basis of the previous network. This model uses a super prior to capture the
spatial dependence of the potential representation of the image. The minimum average coding length of
the quantized entropy model is obtained by calculating the minimum value of the compression cross
entropy [17]. Ball é J team has laid the foundation for using convolutional neural network to solve the
problem of image compression, and in the subsequent research, each team has also proposed a better
codec network. For example, Bao Yuting team proposed an improved image compression method based
on hybrid domain attention mechanism and post-processing to solve the problem that the inaccurate
estimation of entropy estimation model and the reduction of compression e�ciency caused by
information redundancy in potential representation. It embedded hybrid domain attention module as a
nonlinear converter in the codec network and the super prior network, making the network have more
compact potential features and super prior knowledge, The potential features are modeled as a
parametric Gaussian scale mixture model to obtain more accurate entropy estimation and improve the
compression e�ciency [18]. In order to improve the image compression picture, Liu Shuai's team
proposed a perceptual metric -based learning image compression rate distortion loss function for
application in the end-to-end network. By introducing perceptual metrics into rate distortion loss, the
compression model can enhance its ability to capture perceptual differences and semantic information in
images [19].

To sum up, convolutional neural network is the �rst network algorithm to use depth learning algorithm to
replace traditional algorithm for image compression. This type of network mainly adopts end-to-end
network structure. Convolution networks are added at the coding end for image feature extraction, and
convolutional networks are added at the decoding end for image restoration. The parameters of the
overall framework are jointly optimized through training network models, To improve the image
compression e�ciency and image quality.
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2.2 Image Compression based on RNN
Different from convolutional neural network, recurrent neural network is mainly used to process time data,
which can process time series characteristics of different lengths. In addition to the input from other
nerves, the neuron in the recurrent neural network can convert its own output at the previous time into its
own input at the current time, which enables the recurrent neural network to have memory power and
share the parameters in the time dimension; Secondly, the recurrent neural network uses the feedforward
gradient descent training method to update the parameters of the network iteratively. Therefore, it can
adjust the compression ratio of the image by controlling the compression degree of the data or
controlling the code rate to achieve image compression and reconstruction.

Toderici G team �rst applied the cyclic neural network to the image compression task, and proposed a
convolution and deconvolution residual encoder network based on LSTM. The image to be compressed is
input into the network to obtain the output residual, and then the residual output is re input into the
network as an input, which is iterated until the training is completed [20]. Thanks to the memory and
continuity of the recurrent neural network, the compressed image quality will be better and better with the
iteration in the training process. However, because the recurrent neural network has a long-term
dependence when processing long time series, the network will have the problem of gradient explosion
and gradient disappearance, so the maximum image size that the network can compress is 32x32. In the
later stage, Toderici G team proposed to add a new network structure integrating GRU (Gated Recurrent
Units) and ResNet in the network to solve the problem of limiting the size of compressed pictures due to
the failure to take into account the long-term dependence between picture blocks. The network structure
includes four network modules: encoder, binary encoder, decoder and entropy encoder [21]. The
processing �ow of the network for the input image is the same as that in [20]. The main difference is that
the GRU module replaces the LSTM module. Compared with the LSTM module, the GRU module reduces
the doorway unit and only retains the update gate and reset gate, and adds residual mapping at the input
end of the GRU module to speed up the convergence; At the same time, the entropy coding module is
added to the network. By analyzing the probability of the occurrence of each pixel value, the entropy
coding represents the value with a high probability of occurrence as a character less than one byte, and
the value with a low probability of occurrence as a character more than one byte. In this way, the average
size of each pixel is less than one byte, so as to achieve the purpose of compressing the image, and the
entropy coding process will not cause loss of data information, Lossless compression of pictures can be
realized. The recurrent neural network framework designed by Toderici G team has been widely used in
the follow-up, and other scholars have proposed different optimization schemes based on the network
framework. For example, Johnston team made the network more sensitive to image feature information
to extract more feature information by increasing the perception space of the network, and proposed to
use space adaptive bit allocation scheme and structural similarity (SSIM) weighted loss function to
further improve the compression performance of the network [22].

A summary study of the outputs of each phase has been carried out. Baig et al. [54] proposed and
analyzed different types of polymerization schemes. The basic increment scheme adds the outputs of all
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stages to form the �nal decoded image. The loss function of an incremental scheme usually includes a
term to encourage the output of each stage to approximate the remainder of the previous stage. A
different way to combine all the phases is to treat the multilevel structure as a residual network to form a
skip connection scheme. For such a scheme, only one of the loss functions requires the sum of all stages
to reconstruct the original image. Unlike the incremental structure, there is no clear arrangement of the
remaining parts in the skip join structure. The outputs of all phases contribute to eventual reconstruction,
and each phase complements the quality of reconstruction relative to the others. In addition to these two
schemes, Baig et al. also report that the network achieves optimal performance using the state
propagation structure and the corresponding residual-to-image prediction, where each step generates the
prediction of the original image instead of the residual signal. In this stateful propagation scheme, it is
important to propagate the state of the layer to the next step to construct a �nely decoded image.

In conclusion, the recurrent neural network also uses an end-to-end network architecture in image
compression tasks, but it can gradually obtain better compressed images in the iterative process by
relying on its ability to store and reuse features at different times. Compared with convolutional neural
network, it can set accurate compression ratio for image compression.

2.3 Image Compression based on GAN
Unlike convolutional neural network or recurrent neural network, which completes the corresponding task
by extracting feature information, the generation of countermeasure network completes the
corresponding task by generating false data. The generation of countermeasure network was initially
proposed by Goodfellow based on game theory. The overall network structure consists of a generator and
a discriminator. The generated false data can be obtained by inputting noise samples to the generator,
and then the generated false data is input into the discriminator, which is responsible for measuring the
difference between the distribution of data generated by the generator and the distribution of real data
[23]. The training process of the network is to constantly optimize the network parameters through the
mutual confrontation and learning between the generator and the discriminator, so that the false data
generated by the generator can be in�nitely close to the real data. Therefore, in the image compression
task, the generation countermeasure network can reconstruct the image according to the image coding
information to reduce the amount of image data.

With regard to the application of the confrontation generation network in the �eld of image compression,
Rippel O and Bourdev L �rst proposed a real-time adaptive image compression algorithm based on the
confrontation generation network, which proposed an adaptive encoder with a pyramid structure, and
added multi-scale confrontation training in the training process to improve the generalization of the
model, After testing, the pictures generated by this network under low bit rate conditions are 2.5 times
smaller than those generated by JPEG compression method, and the picture de�nition is also higher than
that of traditional algorithms [24]. At the same time, taking advantage of the generatability of the
generation countermeasure network, Eirikur Agustsson proposed a full resolution image compression
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method for low bit rate [25]. In this study, two compression methods based on the generation
countermeasure network are introduced: generative compression. During compression, the image is
converted into bit stream by generating a structure of different proportions to retain the overall image
content, The arithmetic coding is used for coding, and �nally the generator generates the compressed
picture based on the coding information; selective generative compression: during compression, the
semantic tag information is used to map the areas that need to generate images, and the highly detailed
areas that need to be reserved in the images can be customized. In this mode, different image blocks are
�rst obtained by semantic/instance segmentation and stored in the form of vectors, and then each
semantic tag is encoded to generate compressed images, The size of the compressed image is inversely
proportional to the area generated by semantic label mapping. On the other hand, since the structure of
the confrontation generation network contains two sub module networks, namely, generator and
discriminator, the amount of computation and parameters of the network is relatively large, which is not
conducive to the deployment and use of the model. To solve this problem, Ren Y team proposed an online
multi granularity distillation network to obtain a lightweight generation countermeasure network, which
can generate high �delity images under low computing requirements [26]. In this distillation network, the
student generator only uses the output information of the teacher network to optimize the parameters,
and trains in the setting without discriminator. The student generator is no longer tightly bound to the
discriminator, making it more �exible to train and obtain further compression. In addition, the network
expands the student model into the teacher model based on the two complementary dimensions of depth
and width, and improves the image quality of the deep image from more diversi�ed dimensions. On the
other hand, the network uses the granularity information of the middle channel as an auxiliary
supervision signal to conduct distillation optimization, further simplifying the parameters of the network
model.

When the generation countermeasure network is used for image compression task, the encoder �rst
encodes the image to obtain the corresponding compact representation features, and the quantizer
quantizes the features to further reduce redundancy. Then the generator in the generation
countermeasure network uses the compact feature information to generate the compressed image, and
�nally the discriminator measures the difference between the generated image and the original image,
The difference meets the threshold condition to output the generated compressed picture.

Table 1: Summary of important image compression models in recent years
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Model Name Introduction Category

Tiled Network
[64]

Introduces explicit intraprediction with a tiled structure in the network. CNN

GDN
Transform [16]

Introduce a GDN based on nonlinear transform codes for end-to-end
optimization of the rate–distortion performance.

CNN

3D-CNN
Entropy Model
[65]

3D-CNN is used for learning a conditional probability model for a
multiresidual-block-based network.

CNN

Multiscale
CNN [67]

Proposes a multiscale model and corresponding contextual entropy
estimation to improve compression e�ciency.

CNN

Full-Resolution
RNN [21]

First practical recurrent model for variable-bit-rate fullresolution image
compression.

RNN

Priming RNN
[22]

The recurrent compression model is improved with a proposed priming
technique and spatial contextual entropy model.

RNN

Variable-Rate
RNN [63]

First propose a general framework for variable-rate image compression
based on convolutional and deconvolutional LSTM.

RNN

OMGD[26] First attempt to popularize single-stage online distillation for GAN-
oriented compression

GAN

GC[25] First present a learned image compression system based on GANs,
operating at extremely low bitrates.

GAN

Real-Time
Adversarial
[24]

First try to adopt a multiscale framework with adversarial loss for
learned real-time image compression.

GAN

3 Introduction To Image Compression Datasets
There are many kinds of image datasets. This part mainly summarizes the image datasets that have
been applied in the image compression methods based on depth learning technology. The use of deep
learning network architecture to complete image compression training requires a large number of image
data support, and the selection and adoption of correct image data sets is critical to the role of network
structure training. The Table 2 mainly introduces the datasets used in the image compression algorithm
based on depth learning.

In speci�c use, it is necessary to select a reasonable data set application according to the researchers'
experimental purposes and methods. Speci�cally, when the feasibility of the experiment needs to be
analyzed, you can choose a scenario in cifar-10 and LSUN. This kind of dataset has small data volume,
moderate content, and fast training speed, which can meet the feasibility of the experiment design; When
the positioning requirements for experimental purposes are high resolution of reconstructed images, data
sets such as DIV2K and Flickr can be used; When the network structure of the experimental design is
deep, and a large number of data sets with various types are needed, you can use such data sets as
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ImageNet and Open Images V4; When some conditional features are required for constraint in the
experimental design, such as using image semantic information to constrain the generator when using
cGAN for image compression, image training sets with semantic annotation such as Cityscapes, COCO,
LSUN can be selected.

The data sets pointed by the reconstructed images for testing mainly include Kodak, PhotoCD [39], CLIC,
RAISE-1K, Tecnik [40]. These datasets have high resolution. For example, Kodak and PhotoCD datasets
have an image resolution of 762 * 512, and their pixels are about 400000; As a challenge specially
launched for image compression, CLIC provides higher resolution images and photos. The resolution of
mobile phone pictures is 1913 * 1361, and that of professional cameras is 1803 * 1175. The number of
pixels in Tecnick data set is about 1.4 million.
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Table 2
Dataset Introduction

Dataset Name Introduction Highlight

ImageNet[41] More than 15 million
pictures, more than 20000
kinds of images with
labels

ImageNet is usually used for image classi�cation,
target detection and other tasks. Because of its large
amount of image data, you can choose the type you
want in actual experiments

Yahoo
Flickr[49]

Image storage and video
hosting website, storing
more than 600 million
photos

Flickr images are uploaded by users with high
resolution, various image types and different image
sizes

Open Images
V4[42]

With object position
annotation dataset,
including about 9 million
pictures

This data set is derived from the image challenge. Its
image types are diverse, the image content scene is
complex, the image contains many objects, and the
location of objects in the image is annotated

DIV2K[43] 1000 high-de�nition
pictures, 800 of which are
for training, 100 for
validation, and the last
100 for testing

The data set has ultra-high resolution and strong
diversity. It is a training data set designated by
NTIRE2018 and is mostly used in image super-
resolution tasks

CityScapes[44] 5000 images, 500
validation Images and
1525 test Images

It contains images of 50 cities throughout the year,
with high-quality image annotation. 5000 images
from 27 cities were manually selected for intensive
annotation

Place365[45] Including 1.8 million
images of 365 scenes,
each scene can contain
up to 5000 images

Place365 has two versions: Places 365 standard and
Place365 challenge. This data set is marked with the
semantic category of the scene, and is mostly used in
scene classi�cation tasks

COCO[47] Including more than
330000 images of 80
categories, including
200000 images with
labels

COCO is mostly used in target recognition, object
detection, object segmentation and other �elds, with
a large number of clothing category images and rich
categories

CIfar-10[48] 32 * 32 color images
include 50000 training
samples and 10
categories

Classic image classi�cation and image recognition
data set, with low image resolution and few
categories

LSUN[46] Including 10 scene lists,
20 object categories, and
about 1 million tag
images

It mainly includes 10 kinds of scenes such as
bedroom, living room and classroom, covering basic
life scenes, which can be used for large-scale scene
understanding

ImageNet[41] More than 15 million
pictures, more than 20000
kinds of images with
labels

ImageNet is usually used for image classi�cation,
target detection and other tasks. Because of its large
amount of image data, you can choose the type you
want in actual experiments

4 Image Compression Evaluation Index And Model Test
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At present, with the optimization and improvement of the algorithm performance, the compressed image
quality cannot be seen intuitively by the human eye, so we need to use various objective evaluation
indicators to accurately and objectively evaluate the compression performance of the algorithm [27–29].
Common evaluation indicators used in compression image quality evaluation include PSNR, SSIM and
MS-SSIM. BPP is mainly used for compression ratio evaluation indicators. The speci�c meaning and
calculation formula of the above indicators are as follows:

PSNR (Peak Signal to Noise Ratio) is used to measure the pixel difference between the original image
and the compressed image. PSNR obtains the difference of the enlarged image by comparing the
difference between each pixel one by one. Since there are positive and negative differences between the
image pixels before and after compression, in order to avoid the offset of the difference caused by
superposition, the mean square error is calculated for the pixel difference:

1

In the above formula,  and  is the original picture and the compressed picture, m and n is the size of
the image, and is the gray value of the coordinate pixel in the picture. The dynamic range of
different image pixel values is also different, so the in�uence of dynamic range shall be considered when
calculating PSNR value. The calculation formula of PSNR is:

2

MAX (x) represents the maximum gray value of the pixel in the original image, that is, the right value of
the dynamic range. The higher the PSNR value, the higher the similarity between the two images, and the
better the compression performance of the network.

SSIM (structural similarity index) is used to measure the correlation of adjacent pixels between the
original image and the compressed image. The correlation of adjacent pixels in the image can re�ect the
structural information of objects in the actual scene. Based on this index, it can judge whether there is
structural distortion of objects in the compressed image. The calculation formula is:

3

MSE = ∑
m−1

i=0
∑

n−1

j=0
[x(i, j) − x′(i, j)]

21

mn

x x′

(i, j)

PSNR = 20 ⋅ log10( )
MAX(x)

√MSE

SSIM(x,x′) =
(2μxμx′ + c1)(2σxx′ )

(μ2
x + μ2

x′ + c1)(σ2
x + σ2

x′ + c2)
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In this formula,  is the average pixel value of the image, is the pixel variance of the
image, and  is the pixel covariance of the image before and after compression,  are constant
values. The value range of SSIM is [0,1]. The higher the structural similarity between the compressed
image and the original image, the closer its value is to 1.

MS-SSIM (Multi scale SSIM index), multi-scale structure similarity. Compared with SSIM index, MS-SSIM
index increases the structure similarity judgment of images under different resolution conditions. The
calculation process is to conduct multiple down-sampling processing for images, calculate the SSIM
values of images on different scales respectively, and �nally summarize the SSIM index values on
multiple scales to MS-SSIM values. Due to the small range of MS-SSIM changes, it is not easy to re�ect
the difference of travel, so its unit is converted into decibels:

4

BPP is used to measure the compression rate of image compression. Its value indicates the average
number of bits required for each pixel to encode. The calculation formula is:

5

In the above formula, it is the number of bytes of the compressed image. The higher the BPP value, the
higher the compression ratio.

In deep learning, image compression is an unsupervised learning task. The data set used for training
network does not need to be classi�ed or labeled. Therefore, there are many choices of data sets that can
be used for image compression network training. In this experiment, we choose COCO dataset, which
contains 80 object categories and 330000 images. According to the above evaluation indexes, the
representative network algorithms in convolutional neural network, cyclic neural network and
countermeasure generation network in recent years are selected for comparative test. The test results are
shown in the following Table 3:

μxandμx′ σxandσx′

σxx′ c1, c2

MS − SSIM(dB) = −10log10(1 − MS − SSIM)

BPP = × SIZE
8

m × n



Page 13/18

Table 3
Comparison of network compression performance

Model PSNR/db SSIM MS-SSIM BPP

Sun H et al[30] 31.735 84.1% 95.3% 52.4%

Brummer B et al[31] 33.432 85.7% 96.1% 50.1%

Kamisli F [32] 32.753 83.4% 94.3% 56.7%

Koyuncu A B et al[33] 28.431 80.2% 91.7% 44.8%

Fu H et al[34] 28.982 81.3% 92.1% 46.0%

Islam K et al[35] 26.682 79.5% 90.3% 41.2%

Iwai S et al[36] 22.831 72.7% 88.5% 30.1%

Lin N et al[37] 21.084 71.8% 87.3% 28.6%

Mulkiah et al[38] 23.127 73.9% 87.6% 33.7%

In the Table 3, 1–3 are compression networks based on convolutional neural networks, 4–6 are
compression networks based on recurrent neural networks, and 7–9 are compression networks based on
generative adversarial network. From the test results in the Table 3, it can be seen that the three types of
networks have different emphasis in image compression. Convolutional neural networks are mainly used
in encoders and decoders. Their excellent parameter learning ability enables the encoders and decoders
to compress better and clearer images; Compared with convolutional neural network, recurrent neural
network focuses on the optimization of entropy coding module, so its BPP index is better than that of
neural network; The adversary generation network relies on its own generator to generate compressed
images, and its advantage is that it can obtain images with high compression ratio.

5 Summary
This paper introduces the development and classi�cation of image compression technology, focuses on
the image compression methods based on deep learning, and introduces the ideas and methods of
realizing image compression in various types of networks according to the classi�cation of network
types, and lists classic algorithm cases in each type of network for illustration. At the same time, through
literature review, code reproduction and other ways, according to the network type, we selected the more
representative network algorithms in recent years for comparative analysis, and summarized and veri�ed
the advantages and disadvantages of each type of network.
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