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Abstract
Mapping wild�re risk using proper models and algorithms is one of the top execution priorities for forest
managers to prevent wild�res before �res occur. This study evaluates the abilities of the Arti�cial Neural
Network (ANN), Support Vector Machines (SVM), Random Forest (RF), Multivariate Adaptive Regression
Splines (MARS) machine learning methods for the prediction and mapping of �re risk across the forests
of Golestan Province, Iran. For modeling, the area was �rst gridded into 1 ha grids, and then pixel values   
of in�uential factors were extracted and standardized based on the point shape �le of grid centers. The
nonparametric algorithms were implemented using 70% of �re points as training samples. The obtained
forest �re risk maps were classi�ed into three zones, including low-risk, medium-risk, and high-risk
classes. The classi�cation accuracy of the obtained risk maps was evaluated using 30% of the remained
�re points. The results showed that the RF algorithm, with an overall accuracy of 75%, had the best
performance in �re risk predictions compared to other algorithms. Forest managers can use this
methodology to predict areas of most signi�cant �re risk to prevent future �res through land use
management, strategic decision-making, and planning. The results enable forest managers to �nd the
best way to monitor, manage, and control �re outbreaks based on �re risk maps of forests in northeastern
Iran or other regions with similar conditions.

1 Introduction
Forests are a precious natural resource that plays a crucial part in producing oxygen and purifying the
environment (Pourtaghi et al., 2016). Forest biological systems account for around 66% of total earthly
carbon and are universally essential to the carbon budget (Ghorbanzadeh et al., 2019). Forests and
rangelands have been continuously getting to be imperiled by �res over the world, which have
overwhelmingly been activated by anthropogenic variables Cohen et al. (2019). Wild�res are possibly the
major destructive natural disaster in forested zones that burn millions of hectares yearly (Boer et al.,
2020). Fires destroy biodiversity and imperil the ecosystem slaughtering the considerable mass of
inhabitants (Suratman and Abd Latif 2019). Fires have disrupted the natural functioning of local forests.
Fire affects not only climatic conditions but also relief formation.

The forests of northeastern Iran, de�ned as Hyrcanian dense forests, are perfectly adapted to highly
harsh climatic conditions. In the Hyrcanian forests and especially in the Golestan Province parts of these
forests, wild�res with numerous frequencies have caused substantial losses in forests and other natural
resources (Alhaji Khalaf et al., 2021). Mapping the likelihood of �re events occurring and reorganizing
high-risk places is fundamental for pre-�re administration and productive �re�ghting endeavors (Michael
et al., 2020). Subsequently, billions of dollars go through yearly on �re management exercises to relieve or
avoid wild�res' negative impacts (Jain et al., 2016). To this end, robust approaches and tools are required
to enable managers and engineers to estimate the future �re's location, time, and extent (Sevinc et al.,
2020). The improvements in techniques for predicting �re susceptibility and delineating the forested
zones into different susceptibility levels can help policy and forest managers makers to realize a better
understanding of �res that facilitates the improvement of prevention measures for �re-prone forests
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(Mhawej et al., 2017). In forest �re prediction, compiling su�cient amounts of data, particularly over
large-scale forests, due to �eld survey di�culties and budgetary constraints (Jaafari et al., 2017).

Over the past decade, machine-learning methods have successfully replaced traditional �eld survey
methods for predicting wild�re exposure by identifying relationships between historical �re events and
various explanatory variables for predicting future �res (Pham et al., 2020). Modern tools and methods
must be connected to improve wild�re management; in this regard, utilizing arti�cial intelligence (AI) may
be considered an active arrangement (Sayad et al., 2019). AI advances like machine learning (ML), which
may be computational considerations of algorithms, can assist researchers in producing strong models
for monitoring wild�res and �nding (Ghorbanzadeh et al., 2018). The most used ML algorithms were
applied in natural hazard and risk modeling and susceptibility mapping studies. Despite the widespread
use of these methods, the capabilities of these algorithms are not yet exposed certainly in many parts of
the world due to some reasons, such as input data for modeling varies from region to region (Adab et al.,
2018; Viedma et al., 2018; Jaafari et al., 2019; Tehrany et al. 2019). To �ll this signi�cant gap in �re
prediction efforts, we tested a set of predictive ML models based on four machine learning algorithms,
including the arti�cial neural network (ANN), support vector machines (SVM), random forest (RF), and
multivariate adaptive regression splines (MARS) for predicting �re susceptibility as the goal of this study.
These machine-learning methods have previously been used to model �re risk in other studies (Reyes
Bueno and Loján-Córdova, 2022; Eskandari et al., 2020; Milanović et al., 2022; Shao et al., 2022; Xie et al.,
2022; Gholamnia et al., 2020; Pang et al., 2022; Akıncı et al., 2023; Rubí et al., 2023).

Although these methods have been extensively explored in environmental studies, particularly for
landslide and �ood prediction, their combined application and comparison for wild�re risk mapping has
not been reported for the entire forests of Golestan Province based on our literature reviews, and most of
the current studies have focused on some speci�c regions. Therefore, the results of previous research are
localized and limited, and there is a lack of studies investigating the most suitable and high-precision
forest �re prediction model. We selected various forest �re factors that affected it and built four
prediction models based on machine learning algorithms and based on what previously occurred �red
reported o�cially for 12 years from 2009 to 2020. The results of this study will allow researchers to
determine whether speci�c predictive models derived from machine learning algorithms are appropriate
for their goals of modeling and mapping wild�re risk. Results can also be used to determine the most
effective �re risk predictors. These results show the best models for �re risk mapping in this region and
similar regions.

2 Materials and Methods

2.1 Study Area
The Golestan Province, located in the northeast of Iran, covers a region of around 2,037,809 ha, in the
southeast of the Caspian Sea, comprising 45000 ha of forest and 830000 ha of rangeland. This semi-arid
region's thick woodlands and rangelands have long been conducive to wild�re. The territory is known to
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be one of the foremost wild�re-prone districts of Iran (Golestan Natural Resources Administration 2018).
The area of study is situated within the con�nes of the given coordinates: 36° 30’ − 38° 08’’ N and 53° 51’
− 56° 22’ E meridians, as they are shown in Fig. 1. The study is focused only on the forest area.

2.2 Data Sources and Description

2.2.1 Occurred wild�res
The coordinates of the recorded wild�re points between 2009 and 2020 were obtained from the
conservation unit of the General O�ce of Natural Resources and Watershed of Golestan Province. These
points are then used to create the ground truth map (Fig. 2).

The occurrence of forest �res is in�uenced by spatial factors that generally have different effects on
wild�re occurrence and its frequency. The selection of these factors signi�cantly impacts the
effectiveness and excellence of forest �re prediction models. Based on previous research, a large number
of analyses, and careful consideration of data accessibility, we �nally identi�ed a triad of factors and a
total of ten variables. Table 1 provides a comprehensive description of all the variables considered.
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Table 1
Description of datasets used in the present study

Factors Data layer Source Data
type

Resolution,

Units

Purpose

Geographical Elevation Digital
elevation
model

Raster 30 m Elevation map

Slope Digital
elevation
model

Raster 30 m Slope map

Aspect Digital
elevation
model

Raster 30 m Aspect map

Distance from rivers Digital
elevation
model

Polyline - Distance from
rivers map

Climatic Average maximum
temperature

www.irimo.ir Point 0.1 °

C

Temperature
map

Average monthly
rainfall

www.irimo.ir Point 1% Rainfall map

Average relative
humidity

www.irimo.ir Point 0.1 mm Relative
humidity map

Man-made Distance from roads Road network
data

Polyline - Distance from
roads map

Distance from
farmlands

Survey of Iran Polygon - Distance from
farmlands map

Distance from
residential areas

Survey of Iran Point - Distance from
residential areas
map

2.2.3 Identi�cation of spatial factors affecting �re
occurrence
The �rst step in creating a �re risk map is identifying the spatial factors that directly or indirectly affect
�re frequency occurring and spreading in any region as sensitive places for �re occurrences. These
factors generally include elevation, slope and aspect, average maximum temperature, average monthly
rainfall, average relative humidity, distance from roads, distance from farmlands, distance from rivers,
and distance from residential areas. These factors were prepared from different sources and ways and
mapped in the GIS environment (Fig. 3).
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2.4 Extraction and Standardization of Values
For modeling, the area was gridded into decision levels of one hectare. The numerical values of the
factors in each grid were extracted based on the point shape �le of grids and then were standardized
using normalization Eq. 1 (Ma et al., 2020) and rescaled in the range of 0 to 1.

1
Xi: the values before and after normalization; Xmax and Xmin: expressed the maximum and minimum
values of sample data, respectively.

2.5 Forest wild�re risk mapping
Figure 4 shows the technical �owchart of the study using machine learning (ML) algorithms. Machine
learning approaches have signi�cantly contributed to prediction systems, improving performance and
e�cient results. The persistent progression of ML algorithms over the last few years recognized their
suitability for different common risk forecasts with an adequate degree of surpassing conventional
approaches. The ML exclusively hinges on the inventory data. For this study, we have used four ML
algorithms for wild�re susceptibility mapping, including ANN, SVM, RF, and MARS algorithms. The
work�ow of the spatial prediction of wild�re susceptibility in the forests of Golestan Province is as
follows:

(1) Preparing the conditioning factors based on three main factors, namely physiographic, ecological, and
human factors.

(2) Create a wild�re dataset of �re points in the forests of Golestan province in recent years.

(3) Implementing the ANN, SVM, RF, and MARS algorithms for wild�re susceptibility mapping.

(4) Validating and performance evaluation of algorithms.

The methodology and experimental results are summarized in the following sections. Additional
explanations and discussions regarding using different ML approaches and training datasets can be
found in the Discussion and Conclusions sections.

2.5.1 Arti�cial Neural Network (ANN)
Arti�cial neural network impersonates the performance of the human brain through a set of nodes that
are interconnected (Ghorbanzadeh et al., 2018). The ANN copies the human brain in two primary regards:
�rstly, it gets information through a learning strategy; furthermore, the information picked up is put away
through synaptic weights (Haykin 2004). The ANN algorithm is prepared to differentiate and disentangle
the a�liation between input and yield. In general, there is a connection in multiple-input nonlinear

Xi* =
Xi − Xmin

Xmax– Xmin
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methods among minor single interrelated and interconnected neural systems and weighted interconnects
(Fig. 5).

Spatial prediction of wild�re risk could be a complex and nonlinear issue, where an ideal arrangement
can be found through ANN by deciding the designs between the conditioning components and reactions
(Sa� and Bouroumi 2013). For this study, the input layer comprised 55 neurons (based on the number of
input conditioning factors), one concealed layer (8 neurons), and one output layer that acted as the
network structure. The learning rate was �xed at 0.09, and the number of epochs was set to 500.

2.5.2 Support Vector Machines (SVM)
The SVM is a ubiquitous machine learning approach for data mining, with a set of line indicator features
used to evaluate features (Vapnik 2013). The SVM is also known as the maximum margin method that
gives better performance and superior results when low data points exist. The SVMs are based on the
theory of statistical knowledge, which maps a data set to a multidimensional feature space using a
nonlinear transformation to generate the best possible hyperplane (Kavzoglu and Sahin 2013). The SVM
has two levels that can implement different functions, such as linear, radial, polynomial, or sigmoid.
Therefore, they are one-way. The performance of SVM models is strongly in�uenced by kernel functions,
i.e., linear, polynomial, sigmoid, and radial basis functions (RBF) (Bui et al., 2016). SVMs work as follows
(Fig. 6). Classi�cation is performed based on wild�re inventory data, fed into the model as a layer of 1 for
wild�re pixel values and 0 for other areas.

2.5.3 Random Forest (RF.)
Random forest (RF) is a machine learning method in which the input dataset is classi�ed based on a
gathering of different choice trees. The RF algorithm has gotten expanding consideration for a long time
due to its capacity to deliver fantastic classi�cation outcomes with a fast preparation speed
(Pourghasemi and Rahmati 2018). Moreover, the highlight set is chosen randomly at each arrangement
at which the yield is forecasted, and after that, each yield is given a weighting with esteem based on the
votes collected. Based on the yields of choice tree appraisals, the majority vote meets on a single
decision tree for the ultimate Classi�cation (Xu et al., 2018). To overcome the uncertainty issue, a single
decision tree can be utilized, resulting in higher prediction accuracy (Valdez et al., 2017). RF is considered
one of the best nonparametric synchronous learning methods for forest �re susceptibility modeling and
mapping purposes. The main training options for RF models are using the maximum number of trees, the
number of variables required for split search, and sampling process options (Tavakkoli Piralilou et al.,
2019). The maximum number of trees used for this analysis was set to 500. Statistical sampling out of
the box (OOB) was used for the �nal forest model. These sample OOB statistics determine how the model
performs given new inputs. The inputs used for training samples are called batch observations, and the
inputs are called batch data for the decision tree in the RF approach. Results are the average of all trees
results (Fig. 7).

2.5.4 Multivariate Adaptive Regression Splines (MARS)
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MARS is a nonparametric and nonlinear machine-learning model (Friedman, 1991). During the processing
period, MARS splits the input data set into subgroups and then �ts the data to a Spline regression. MARS
models are essential in settings where mapping capabilities depend on subgroups of data collected (York
et al., 2006). This machine learning approach divides the wild�re impact space into smaller domains, and
within each domain, MARS uses a linear classi�cation model to �t a subset of the data (Bui et al., 2019).
The divide-and-conquer approach uses MARS modeling, which divides the training dataset into
subdomains (Zhang and Goh 2016). MARS can search for plausible scenarios at all levels and provides
solutions for different interactions. The general equation for the MARS function (Eq. 2) is (Rezaie-Balf et
al., 2019; Bateni et al., 2019):

2
f(x): dependent variable, β0: constant-coe�cient; X: predictor variable; m: basis function.

2.6 Performance evaluation
The performance of algorithms and the obtained �re risk maps were evaluated using the rest of the 30%
of historical �re data that was not entered in the modeling process. The accuracy check aim to evaluate
the degree to which the map resulting from the Classi�cation matches the reality on the ground. In this
study, to evaluate the accuracy of the Classi�cation, the predicted values of the probability of occurrence
of the test data were divided into two categories 0 (no �re) and 1 (�re). The accuracy of the Classi�cation
was then evaluated by calculating the overall accuracy criterion (Eq. 3).

3

4 Results

4.1 The temporal distribution of �res
This study was performed to determine the best machine-learning algorithm for �re risk mapping in the
forests of Golestan Province in northeast Iran. The temporal analysis results of our study show the
implications of wild�re in the studied forests in different years. Figure 8 shows the temporal distribution
of �res, revealing that most occurred in 2010, 2015, and 2017.

4.2 Fire risk maps
Fire risk maps were created using four machine-learning algorithms. Each of the four selected ML
algorithms was applied using the ten wild�re conditioning factors to derive the susceptibility mapping for

f (x) = β0 +∑
M

m=1
βmλm (x)

λ

Overallaccuracy =
Sumofcorrectlyclassifiedpixels

ThetotalEquationNumberofpixelstoclassify
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each algorithm for Golestan Province forests in Iran. The resulting susceptibility map for each ML
approach is shown below in Fig. 9. Susceptibility maps indicate wild�re likelihood based on relevant
contributing factors for a given area. Each of the four machine learning approaches was used to generate
the susceptibility map that then was classi�ed based on natural discontinuity classi�cation methods and
classi�ed into one of three classes (high, medium, or low) to serve as a single classi�cation system for
comparison purposes. The modeling using each algorithm outputs probability values representing the
probability that each pixel will be burned in the future, given a set of contributing variables. These values
were used to elaborate wild�re susceptibility maps. The percentage areas of the �re risk classes (high,
moderate, low) areas predicted by each of the four algorithms (Fig. 10) and the �re risk areas predicted by
each of the machine learning algorithms were determined (Table 2). In addition, the percentages of the
different risk levels of the four algorithms were calculated separately. Figure 9 shows that the three risk
levels of ANN account for 24.29% (low), 18.33% (medium), and 57.38% (high), respectively, and the three
risk levels of SVM account for 34.23% (low), 28.69% (medium), 37.08% (high), and the three risk classes
of RF account for 32.29% (low), 40.44% (medium), 27.27% (high), and the three risk classes of MARS
account for 52.64% (low), 34.46% (medium), 12.90% (high).

Table 2
Percentage area of �re risk classes produced by machine learning algorithms

Percentage area of �re risk classes ANN (%) SVM (%) RF (%) MARS (%)

High 57.38 37.08 27.27 12.90

Moderate 18.33 28.69 40.44 34.46

Low 24.29 34.23 32.29 52.64

(ANN), (b) (SVM), (c) (RF), and (d) (MARS).

Validations of the results of the �re risk classi�cations using overall accuracy (Table 3) indicate that RF,
with the highest overall accuracy values, created the most accurate �re risk maps.

Table 3
Accuracy measures of

different machine
learning algorithms
Model Accuracy

ANN 0.72

SVM 0.61

RF 0.75

MARS 0.64

5 Discussion
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Fire susceptibility mapping is one of the main topics in �re research, and there are different approaches
to doing it. Susceptibility mapping is important in reducing the risk of wild�res which pose high risks to
humans and ecosystems. It is a key module of emergency management and mitigation planning to
reduce adverse impacts (Haas et al. 2013). In the past, only a few technical approaches were used.
However, wild�re risk and susceptibility mapping approaches are based on different datasets, metrics,
and algorithms (Tehrany et al., 2013; Koetz et al., 2013). This study aimed to predict �re susceptibility
using four machine learning methods, namely The arti�cial neural network (ANN), support vector
machines (SVM), random forest (RF), and multivariate adaptive regression splines (MARS). As shown in
previous studies (Elith et al., 2006), machine learning approaches outperform statistical approaches.
Goldarag et al. (2016) used neural networks and logistic regression to evaluate �re risk, and Ciesielski et
al. (2022) used logistic regression to evaluate the contribution of variables to the occurrence of forest
�res by excluding weather features as predictors. You et al. integrated a forest resource inventory
database based on four aspects: topography, human activities, climate, and forest-related factors. Hence,
the results appear to differ based on locale and components. Zhao et al. (2021) selected topography,
vegetation, human, and meteorology factors for forest �re assessment using AHP in Laoshan National
Forest Park. Nanjing and Goleiji et al. (2017) considered factors such as slope, elevation, and distance
from the road and applied an Analytical Network Process (ANP) to assess wild�re risk in cities. These
methods involve assigning subjective factors and do not consider factor weights objectively. We selected
the following factors for our study: elevation, slope and aspect, average maximum temperature, average
monthly rainfall, relative humidity, distance from roads, distance from farmlands, distance from rivers,
and distance from residential areas. Li Haiping et al. (2021) developed a logistic risk assessment model
for the forest �res in Liangshan County, assuming major risk factors such as topography, vegetation,
weather, and population density, and obtained a �nal AUC of 0.798. As the above model only described a
simple linear relationship between the factors, it did not generalize and resulted in a poor accuracy model.
The difference between the machine-learning algorithms proposed in this study is that they can solve
complex nonlinear relationships between factors quite well. Xie et al. (2022), For wild�re risk assessment
based on an integrated machine learning algorithm, Sichuan Province as the speci�c study area and
obtained MCD64A1 burned area product to extract the extent of burned areas in Liangshan Prefecture
from 2011 to 2020, and Shao et al. (2022) conduct a study to develop a forest risk map for China. A base
map that combines Visible-Infrared Imaging Radiometer Suite data for 17,330 active �res from 2012 to
2019 with topography, meteorology, socio-economic, vegetation, and other factors closely related to
wild�re outbreaks for wild�re modeling and the prediction was used. Four machine-learning models for
wild�re prediction were compared. The results show clear seasonal and regional differences in wild�re
risk in China. Forest �re prediction is an integral part of emergency response management, and mapping
�re-prone areas helps to determine the direction of risk management and wild�re risk reduction. However,
the accuracy of any �re risk prediction varies depending on the data quality, the method which is used,
and additional input parameters. The temporal analysis results of our study show the impacts of wild�re
in the study forests in the years 2011 to 2020, and the results show that most �res occurred in 2010,
2015, and 2017. Some studies using machine learning methods (Jaafari et al. 2019; Tien Bui et al. 2019)
showed that the SVM model was unsuitable for �re risk mapping in their study area. However, this may
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be different for other �elds and areas. Jaafari and Pourghasemi (2019) and Bui et al. (2017) mentioned
that SVM performs well in the spatial modeling of wild�res. However, the results of our research showed
that the RF algorithm was the best at predicting �re risk compared to other algorithms, with an overall
accuracy of 75%. Different models have advantages and disadvantages, depending on several factors,
such as the availability and amount of training data. However, there is no evidence that a particular
model is optimal for particular risks, as it depends on the study area and the data available in that
particular area (Field et al., 2020). On the other hand, the number of training data points that generally
affect the performance of each ML method is still unclear and is a limitation of the current study. Table 5
shows that many researchers have undertaken numerous studies to evaluate the suitability of various
methods.
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Table 5
Suitability of classi�ers in forest �re modeling according to previous studies

Num Methods Used Best
Method

Study Area References

1 SVM, GLM, FDA, RF FDA Central
Koohdasht in
Lorestan
Province, Iran

(Eskandari et
al. 2020)

2 Bayes network, naïve

Bayes, multivariate

logistic regression, decision tree

Multivariate

logistic

regression

Pu Mat
National Park,

Vietnam

(Pham et al.,
2020)

3 Frequency ratio–multilayer perceptron,
frequency ratio classi�cation,
regression tree, frequency ratio support
vector machine, frequency ratio–RF.

Frequency

ratio–RF

Tanger-
Tétouan-Al

Hoceima
region, northern

Morocco

(Mohajane et
al, 2021)

4 ANN, SVM ANN Guangxi, China (Li et al., 2020)

5 RF, SVM MLP, GBDT RF mainland China (Shao et al.,
2022)

6 SVM, RF, MARS SVM Similipal in the
northern part of
the Eastern
Ghat mountain
range of India

(Bera et al.,
2022)

7 GBM, RF GBM The Lower
Silesian
Voivodeship of
Poland

(Milanovi´c et
al., 2022)

8 ANN, DR, LARS, MLP, RF, RBF, SOM,
SVM, DT,LR

RF Amol County,
Iran

(Gholamnia et
al., 2020)

9 BN, NB, DT, MLP BN The Pu Mat
National Park in
the Nghe An
Province of
Vietnam

(Pham et al.,
2020)

10 ANN, SVM, RF RF Mazandaran
Province, Iran

(Ghorbanzadeh
et al., 2019)

In future work, we hope to obtain and use more accurate plant species, �ammability, and soil moisture
data to model predictive studies. In subsequent research endeavors, including said data in the forest �re
prediction model may prove valuable, warranting consideration. The modeling of large-scale forest �res
presents a nonlinear and intricate problem, the assessment and prediction of which remains challenging.
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The present investigation employed four machine-learning algorithms to develop a forest �re prediction
model. In subsequent research endeavors, it may be advantageous to consider alternative machine
learning algorithms that might yield promising results. Moreover, the e�cacy of these machine learning
algorithms in deciphering spatial heterogeneity is comparatively de�cient. Future investigations could
utilize geographically weighted regression to construct a forest �re prediction model with heightened
precision.

6 Conclusions
Natural areas in northeastern Iran are essential for water and soil conservation. However, the lives of rural
people in the region are highly dependent on the resources of natural ecosystems. This dependency is
re�ected in living space, farmland, rural road networks, etc. Wild�res have become a common global risk,
devastating forests, burning hectares of habitat, and causing loss of life. Unfortunately, these
components of everyday life increase the likelihood of a human-caused �re. Wild�re forecasting is
essential to emergency management, and mapping wild�re-prone areas helps mitigate the impact of
wild�res. However, each susceptibility map may differ depending on the input parameters and the
methodology used to generate it and may have different accuracy. This study used four machine-learning
approaches developed and trained based on the historic wild�re events from 2009 to 2020 and ten
relevant conditioning factors for the study area. However, this may differ in other research �elds where
these ML algorithms may have higher accuracies depending on available conditional factors and training
datasets. We built four forest �re prediction models using the following machine learning algorithms:
ANN, SVM, RF, and MARS. The evaluation results showed that all models' accuracy was higher than 60%.
Thus, these models can be used to build forest �re prediction models. Among the four models, the RF
model had the highest comprehensive predictive ability, with an accuracy of 75%. It was, therefore, the
optimal choice for a forest �re prediction model in the forests of Golestan province in Iran. We used the
RF model to predict the probabilities of forest �res in the forests of Golestan province. We had enough
wild�re inventory data to train our machine-learning approach and test our machine-learning model.

In addition, In future research, we would like to consider the entire state in the study area, as risk maps
can indicate the location of elements at risk and can be included in generating wild�re risk maps that
include risk analysis. Obtaining information about communities in the study area with limited capacity
and wild�re prevention capacity is critical for mapping the wild�re risk and will help in planning. We must
also consider the seasonal aspects, such as seasonal climate data, to map wild�re risk in future work.
Since we used the most crucial condition factors related to wild�re occurrence and more general machine
learning approaches, the completed work�ow easily applies to �re prevention.
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Figure 1

The position of the forests of Golestan province in the study area
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Figure 2

Location of occurred �res between 2009-2020 inthe forests of Golestan Province
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Figure 3

Effective factors on wild�re occurrence
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Figure 4

Flowchart of the used analysis
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Figure 5

A simple structure of an Arti�cial Neural Network (ANN) model with input and output layers and only one
hidden layer. The input layer consists of the input data (conditional factors), and the output layer is a
probability map representing wild�re exposure.

Figure 6

Support Vector Machine (SVM) for continuous(A) and Classi�cation (B).
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Figure 7

The general structure of the random forest (RF) algorithm

Figure 8

Temporal distribution of �re occurrence in the study area
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Figure 9

Wild�re susceptibility maps were derived using each machine learning algorithm: (a)

(ANN), (b) (SVM), (c) (RF), and (d) (MARS).
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Figure 10

Percentage area of wild�re susceptibility classes by different machine learning algorithms


