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Abstract
Accurate detection of possible machine failure allows manufacturers to identify potential fault situations
in processes to avoid downtimes caused by unexpected tool wear or unacceptable workpiece quality.
This paper aims to report the study of more than 20 fault detection models using Machine Learning (ML),
Deep Learning (DL), and Deep Hybrid Learning (DHL). Predicting how the system could fail based on
certain features or system settings (input variables) can help avoid future breakdowns and minimize
downtime. The effectiveness of the proposed algorithms was experimented with a synthetic predictive
maintenance dataset published by the School of Engineering of the University of Applied Sciences in
Berlin, Germany. The fidelity of these algorithms was evaluated using performance measurement values
such as accuracy, precision, recall, and the F-Score. Final results demonstrated that Deep Forest and
Gradient Boosting algorithms had shown very high levels of average accuracy (exceeded 90%).
Additionally, the Multinominal Logistic Regression and Long Short Term Memory based algorithms have
shown satisfactory average accuracy (above 80%). Further analysis of models suggests that some
models outperformed others. The research concluded that, through various ML, DL, and DHL algorithms,
operational data analytics, and health monitoring system, engineers could optimize maintenance and
reduce reliability risks.

Introduction
The term “Lean” refers to the efficient usage of the resources available by cutting down the non-value-
added activities or wastes [1]. Lean manufacturing includes synergistic tools that integrate to build a
high-quality and streamlined system and produce finished products based on the customer’s demand.
According to [2], Lean manufacturing is a multi-facet production technique consisting of several
industrial practices to identify customer value-adding processes and allow the processes to flow at the
customer’s pull throughout the organization. In technological terms, Lean production is considered a
complement to the automation technique [3]. 

In the past few decades, various industrial sectors have widely adopted the concept of Lean. Initially, it
was started as the Toyota production system, describing the company's manufacturing philosophy [4].
Different researchers have identified enormous benefits of Lean methodology in the service industries,
like hospitals, food, education, public sector, airlines, retail banking, etc. For instance, according to [5],
hospitals achieved high-quality healthcare results in the healthcare sector, like a significant reduction in
30-day mortality rates. Womack and Jones [6] clearly stated that implementing the core values of
Toyota’s manufacturing system in various sectors has proved beneficial by considering Lean thinking,
which refers to the thinking process of Lean within a company and its supply chain.

Moreover, it was suggested that complex production systems must have Lean practices to smooth the
operations and processes of a company [7]. In general, Lean manufacturing considers waste as any
activity that does not add value to the customer. It can be any service, product, action, or process which
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needs talent, money, time, or investment. It can also include underutilized resources, idle time, additional
inventory, inefficient processes, and untapped talent potential. 

Mainly, Lean manufacturing aims to minimize waste by efficient use of resources. A waste in Lean
manufacturing refers to an activity that adds cost to the service or product without adding value to the
customer. According to [8], waste can be classified into three main types: obvious waste, less obvious
waste, and invisible (unobvious) waste. The obvious waste may include excessive setup times, rework,
additional procedures, unnecessary inventory, etc. In contrast, less obvious waste is incurred for several
reasons, such as demand, staffing, yield, delivery times, and so on [9]. Finally, invisible waste is the waste
that can not be seen but causes high costs (for example, material that can not be recycled and ends up in
a landfill or incinerators) [10, 11]. No doubt, waste elimination through Lean manufacturing enables new
opportunities to build and retain much more value for the end customer, considering the core
competencies and resources of the business [12]. In other words, Lean manufacturing focuses on
providing a sustainable business environment in which a company operates to run smoothly and
efficiently. 

According to the Lean philosophy, seven non-value-adding activities or wastes are found in
manufacturing, including defective parts or products, unnecessary processing, inventory, waiting, motion,
transportation, and over-production. Later, it was suggested that the services or products that do not meet
customer expectations must be considered a waste [13]. Overproduction waste generally refers to
manufacturing products or rendering services without any order requirement. The waste in
overproduction can increase other forms of waste; it can contribute to a more significant amount of
finished accumulated inventory, additional employees will be needed, and more storage facilities and
warehouse operations will be required. Inventory waste is directly related to production, which comprises
supplementary raw material, work-in-progress, and finished goods inventory.

On the other hand, excess inventory may reflect problems within the manufacturing system, including
defective machines, long setup times, and frequent machine breakdowns. Motion waste is the
unnecessary movement of materials, employees, or machinery. Waste in motion can extend production
time, create an unsafe workplace environment, and many other problems. Then, the waiting waste, such
as the tasks or goods that do not move, or the finished products kept at the storage facilities for a long
time to get delivered. Another waste is over-processing which typically takes place because of overdoing
unnecessary work that does not add additional value to the business.

Finally, the defects waste that causes rework or leads to scrap material. Usually, such defective work
returns to production, continuing to higher costs that could have been otherwise eliminated according to
the Lean philosophy [6]. At the same time, it is worth mentioning that such wastes are commonly believed
to be inevitable when a company moves from one product to another; in that case, it will be hard or even
impossible in some cases to keep the same setup time [14].

In this paper, we propose an array of ML, DL, and DHL algorithms that have the potential to perform early
fault detection that would lead to future machine failure. In the next section, we will discuss the
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connection between Preventive Maintenance (PM) and Lean manufacturing, along with the role of
industry 4.0 in PM. In addition, there will be a discussion on the part of big data in PM and its integration
with Industry 4.0. 

Background

2.1 Maintenance Strategies & Its Relationship with Lean
Manufacturing
An effective manufacturing system generally relies on design quality and an appropriate maintenance
strategy to stop system failure. A company incurs a huge cost of maintenance, which is a significant
portion of the total production cost [15]. In the past few years, and due to technological advancements,
there has been a tremendous increase in maintenance costs. Hence, a scientific maintenance strategy
supports reducing equipment failures and eliminating the shutting down of expensive production
processes [16]. For this purpose, significant attention has been devoted to maintenance strategies in
manufacturing companies. This attention relies on extending the tools' useful lifespan and enhancing the
system's availability and reliability. Typically, maintenance policies are divided into three classes,
Preventive Maintenace (PM), Corrective Maintenance (CM), and Predictive Maintenance (PdM) [17].

CM is a reactive maintenance mode, which restores the pre-failure status of equipment after a breakdown
[18]. CM can be labeled as assentive, meaning it concurs with machine breakdowns. However, this can
cause severe lags, causing a halt in the production process and thus financial loss to the company. In
addition, some machines may never return to their pre-failure status, thus causing more delays until an
alternative replacement or option is found.

On the other hand, the PdM strategy is condition-based maintenance [19] used to maintain equipment
over time, so they do not fail unexpectedly. Moreover, according to [20], PM as a model effectively reduces
or prevents equipment failure and improves equipment reliability. Therefore, scholars have proposed
manufacturing companies perform maintenance activities based on the prediction of the future
equipment health rather than its run-time due to the precise impact of component degradation on the
manufacturing system availability [15]. PM is similar to PdM, except that it is considered time-based
maintenance.

Without going into more details about the three classes of maintenance, it is worth mentioning that the
classification and description of CM, PM, and PdM are inconsistent in the literature, [17][19], [21], [22], [23],
[24], [25], [26]. Table 1 shows a summary of the different maintenance strategies implemented in the
industry.
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Table 1
Summary of maintenance strategies

Maintenance Strategies

Before Failure After Failure

Preventive Class Predictive Class Corrective Class

Proactive Proactive Reactive

Regularly scheduled Scheduled only when needed Scheduled only when a machine
fails

It aims to diagnose and
prevent future problems

Prognostic in nature When damage is done

Usage-based triggered by the tool’s exposure to environmental
conditions [27]

 

Time-based maintenance
(TbM), according to [28]

Condition-based Maintenance
(CBM), according to [19]

 

Could have more costs
related to planned machine
downtime, labor costs for
each scheduled check, etc.

It could have a more upfront
cost related to sensors, data
acquisition systems, cloud
storage, computing power, etc.

It can be very costly due to
unexpected machine downtime
and other related costs but does
not require a significant upfront
investment cost

In the long run, it offers a higher Return on Investment (ROI),
thus, making it better suited for long-term planning

It might provide a better Return on
Investment (ROI) in the short-term

High training is required on using sensors, remote health
monitoring, cloud services, etc. Which contributes to higher
upfront costs

No high training is required on
using sensors, remote health
monitoring, cloud services, etc.

Data-driven models such as physics or mathematics-based
(statistical or stochastic) and ML-based [29]

 

Knowledge-based models
such as rule-based and
case-based [29]

   

Prescriptive: helps analyze and determine different options
and potential outcomes to optimize maintenance and reduce
reliability risks. It allows engineers to calculate the effects of
varying the operating conditions to the time to failure [30–33]

While it is still corrective, engineers
should plan a complete Operation
and Maintenance (O&M) system
that incorporates CM into it [34]

Offers the highest level of automation  

Might be able to suggest a potential solution if successfully
combined with Artificial Intelligence (AI)

 

More complex Less complex

Maximum uptime Maximum downtime
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With all this in mind, a Prescriptive Maintenance (RxM) strategy [35] that incorporates both PM and PdM
is far more recommended since it helps in eliminating reliability risks [35], thus, increasing the chances of
having uninterrupted production. However, since no single maintenance strategy is a perfect solution for
all, manufacturers should train, plan, and optimize using all maintenance strategies (CM, PM, PdM, and
RxM) to increase uptime and reduce downtime. Figure 1 shows a summarized relationship between the
different types of maintenance strategies and their evolution process. In RxM, sensors are used to collect
data on the performance and health of equipment such as temperature, vibration, and other relevant
parameters, which can then be used to build a decision model. The decision model will analyze the data
collected from the sensors and generate a set of decision rules that can be used to predict equipment
failures and recommend maintenance actions. Once the critical parameters that lead to component
failure are inplace, then an optimal maintenance action based on the predicted failure mode would be
recommended. The model could also be updated in real-time as new data is collected, allowing it to
continuously improve its predictions and maintenance recommendations. This approach can help
companies reduce downtime and increase equipment reliability by enabling them to identify and fix
issues before they result in equipment failure.

By embracing Lean manufacturing, a company aims to enhance its operations' efficiency by maximizing
its resources' utilization, cutting additional costs, and reducing lead time by preventing equipment failure
[36]. For this purpose, the RxM strategy could be deployed. For instance, if a company wants to become
more efficient, it will try to adopt a RxM strategy to identify the equipment that might crash to reduce the
time lost in downtime while repairing the equipment. Thus, the company’s production will not be affected
as much [37]. In other words, a RxM program makes machines more predictable and reliable by observing
their performance and enabling the companies to determine when the problem will start. Then they can
schedule repairs and replacements before any future breakdowns occur.

RxM can be considered an essential part of the Lean manufacturing process because a company cannot
improve its operations and procedures if the equipment and machines are not working efficiently and
reliably. Moreover, in today’s advanced technological era, companies are no longer required to adopt
rudimentary approaches, such as moving data to spreadsheets and tracking the progress of operations.
Instead, due to technology, companies now can leverage big data to restrict the costs and impacts of
downtime by adopting a RxM approach [38]. Therefore, if a manufacturing enterprise has decided to
increase the efficiency of its operations by adopting a Lean manufacturing philosophy, it must consider
adopting a RxM approach due to its promising potential in reducing unexpected machine downtime and
related cost [39].

The relationship between different maintenance strategies and Lean manufacturing lies in their common
goal of improving operational efficiency, reducing waste, and optimizing resource utilization. Lean
manufacturing focuses on eliminating non-value-adding activities, cutting costs, and minimizing waste to
enhance overall efficiency. Maintenance strategies aim to maintain equipment reliability, prevent
equipment failure, and minimize downtime, which in turn supports Lean manufacturing principles. By
incorporating different maintenance strategies into their operations, companies can support their Lean
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manufacturing goals by reducing equipment downtime, optimizing resource utilization, and minimizing
waste. Ultimately, this leads to increased efficiency, cost savings, and a more streamlined production
process. Table 2 shows a summary of the connection between Lean manufacturing and different
maintenance strategies.

Table 2
Lean manufacturing connection to different maintenance strategies

Strategy Connection

CM CM is a reactive approach that involves repairing equipment after it has failed. This
strategy aligns poorly with Lean manufacturing, as it often leads to unexpected
downtime, higher costs, and production delays due to equipment breakdowns.

PM PM is a time-based approach that involves scheduling maintenance activities at regular
intervals to reduce the probability of equipment failure. This strategy supports Lean
manufacturing by proactively maintaining equipment, reducing downtime, and
minimizing waste associated with unexpected breakdowns.

PdM PdM is a condition-based approach that relies on monitoring equipment performance and
using data analytics to predict when maintenance is needed. This approach aligns well
with Lean manufacturing, as it helps reduce downtime, optimize maintenance schedules,
and improve resource utilization.

RxM RxM is a more comprehensive approach that combines both PM and PdM strategies. It
not only predicts equipment failure but also prescribes the best course of action to
maintain optimal performance. This strategy supports Lean manufacturing by reducing
reliability risks, minimizing downtime, and enhancing overall operational efficiency.

2.2 Link of Industry 4.0 with Prescriptive Maintenance
Toyota Motor Corporation successfully implemented Lean manufacturing and reflected a remarkable
reduction in all forms of waste and a boost in productivity [40]. Today, Industry 4.0 promotes an
innovative and efficient workplace environment [41]. Moreover, the revolution of Industry 4.0 fully
supports a real-time RxM approach [41]. For instance, using intelligent sensors gives a complete real-time
solution to monitor the system. Therefore, allowing the managers to plan maintenance activities to
reduce machine downtime and promote a smoother production flow. Thus, demonstrating how an
Industry 4.0 approach to RxM via big data can provide the means to realize the Extended Lean Enterprise
[42, 43].

Lean manufacturing and industry 4.0 follow a similar approach [44]; Lean manufacturing makes efforts
to reduce the complexity and cost by minimizing the waste and non-value-adding services from a value
chain. In addition, it uses Kaizen or continuous improvement to enhance efficiency by involving all the
employees across all departments. On the other hand, industry 4.0 is based on utilizing nine technologies,
including simulation, industrial internet, vertical and horizontal system integration, cybersecurity, cloud
computing, big data and analytics, augmented reality, advanced robotics, and additive manufacturing.
Furthermore, IT systems, workpieces, machines, and sensors are all linked with a value chain that goes
above a single company [45]. Such interlinked systems can allow for interaction and assess the data for
predicting the operational performance levels of an enterprise. For instance, leveraging big data and ML
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enable a company to plan and perform RxM at the most appropriate time. Therefore, various
manufacturers have formed maintenance strategies while transforming to Industry 4.0 as it allows higher
efficiency and reduces the risk of equipment breakdowns or errors. For this purpose, the RxM is used to
detect sources (variables) of potential failure for a machine in the future; this is done by considering
possible environmental variables (for instance, torque, strength, etc.) that could trigger a failure (such as
heat failure or wear failure), allowing for any sources of potential setbacks to be eliminated before an
interruption occurs to the production process [46].

The relationship between RxM and I4.0 lies in their common emphasis on utilizing advanced
technologies, data analytics, and automation to optimize industrial processes and improve overall
efficiency. I4.0 is a term used to describe the fourth industrial revolution, characterized by the integration
of cyber-physical systems, the Internet of Things (IoT), and advanced data analytics to create smart and
interconnected manufacturing systems. RxM is an advanced maintenance strategy that uses data-driven
insights to predict equipment failures, diagnose the root cause, and prescribe the best course of action to
maintain optimal performance. This approach aligns well with I4.0 principles, as it leverages several key
technologies and concepts that are fundamental to this new industrial paradigm. Table 3 shows how the
concepts and fundamentals of I4.0.

Table 3
Relationship between RxM and I4.0

Key
Technology

Relationship

Big Data RxM relies on continuous data collection from various sensors, devices, and systems,
which are integral to I4.0. Data is then analyzed using advanced analytics, ML, and AI
techniques to predict equipment failures, determine the root cause, and suggest
optimal maintenance actions.

IoT IoT plays a significant role in both I4.0 and RxM. In the context of RxM, IoT devices
and sensors are used to monitor equipment performance, collect data, and transmit it
to a central system for analysis. This enables real-time monitoring and decision-
making for maintenance tasks.

Cyber-
Physical
Systems

I4.0 emphasizes the integration of physical systems and digital technologies to create
interconnected networks. RxM benefits from these cyber-physical systems, which
enable seamless communication between equipment, sensors, and data analysis
platforms, allowing for real-time decision-making and improved maintenance
processes.

Automation
and
Robotics

I4.0 encourages the use of automation and robotics to optimize processes and reduce
human intervention. Similarly, RxM can leverage automation to perform certain
maintenance tasks, minimizing downtime and increasing efficiency.

Digital
Twin
Technology

Digital twins are virtual representations of physical assets that can be used to
simulate and analyze their performance. In the context of RxM, digital twins can help
identify potential failure points, simulate maintenance actions, and predict their
impact on equipment performance, contributing to more effective maintenance
strategies.
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In summary, the relationship between Prescriptive Maintenance and I4.0 is based on their shared focus
on leveraging advanced technologies to optimize industrial processes. RxM is an essential component of
I4.0's vision for smart, interconnected, and data-driven manufacturing systems, offering significant
benefits in terms of equipment reliability, resource optimization, and operational efficiency.

2.3 Role of Big Data in Prescriptive Maintenance
The rise of computing power, the advancement in sensor technology, and big data; have allowed
manufacturers to move to a “proactive” maintenance approach rather than a “reactive” approach [47].
Instead of only doing maintenance when the failure has already occurred, the core strategy is to estimate
the time it takes for a tool to degrade and schedule maintenance accordingly. Thus, allowing RxM to rely
on ML algorithms to detect failure instead of using traditional mathematics and physics-based tool life
models [48].

This big data-powered RxM approach is mainly achieved by considering the sensors that continuously
monitor the system's signals (health) and record all the varying conditions that lead to failure events over
the years [49]. The data analytics algorithms are used to detect possible scenarios of failure by
monitoring any input in the data that could lead to it. Therefore, at the core of this RxM approach is an
ML and DL algorithm that learns from the tool’s collected data in order to extract features that would be
used as inputs to detect failure.

RxM is commonly used in various sectors, such as the aircraft, automobile, and manufacturing
industries. As a result, potential systems and equipment failures can be identified and predicted at a
future point [36]. According to [37], big data is a critical tool for any RxM strategy. It enables data storing
and monitoring, identifying the causes, and minimizing the impacts of failures to make better decisions
for a company. In addition, [51] pointed out that the modern business environment requires continuous
industrial equipment monitoring, creating massive amounts of information. Such data can only be
processed through algorithms powered by AI via ML or DL. Therefore, illustrating the significant and
critical role of ML and DL in RxM [52, 53]. Furthermore, companies can get an advantage from collecting
data during a tool or machine life cycle to detect failure trends [54]. In addition, there has been a new
direction in research that considers detecting possible future failures to improve system reliability so that
different structures and failure mechanisms can be contained [55].

According to [56], data analytics allows to schedule the best time for performing maintenance by
accurately predicting tool life or detecting potential failure due to a change in the machine’s
environmental variables. Thus, machines will be offline for less time, and components are changed only
when required. In other words, RxM allows for intelligent decision-making when combined with ML and
DL models [57].

RxM is suitable when a company considers machine learning and regression analytics [58, 59] to
evaluate the machinery condition based on available sensor data, demonstrating that maintenance
operations can be done through less disruption [56]. Consequently, RxM focuses on doing something
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before it happens, saving considerable costs by anticipating future failures or downturns to avoid
disruptions during the processing stage [56]. It is believed that the initial step in RxM is gathering relevant
data from multiple sources [60]. The current technological advancements allow better data collection
processes through embedded sensors, network routers, operational systems, and control systems,
allowing manufacturers to analyze the big data to predict future maintenance time [47]. However, with big
data comes more challenges to RxM, such as the lack of correct labels to describe the machine condition
or maintenance background. Moreover, due to a large amount of heterogeneous data, it is challenging to
integrate the information to obtain data-driven decisions [61]. Figure 2 shows the framework for an RxM
system powered by AI. In the next section, we will discuss the dataset and the data analytics techniques
that were used to produce our results.

Dataset and Methodology

3.1 Details of the Utilized Dataset
Since real RxM datasets are generally hard to obtain in general and even harder to publish in particular
[62], we utilized the “AI4I 2020 Predictive Maintenance Dataset” synthetic dataset [63]. The dataset was
published by the School of Engineering at the University of Applied Sciences in Berlin, Germany. The
dataset consists of 10 000 record rows with 14 features in columns obtained from [63]. Table 4 shows a
description of the dataset's salient features. Figure 3 shows a statistical summary of the failure features.
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Table 4
Description of the 14 features [62]

Input
Feature

Description

UID Unique identifier ranging from 1 to 10000, [62]

Product ID Consisting of a letter L, M, or H for low (50% of all products), medium (30%), and high
(20%) as product quality variants followed by a variant-specific serial number, [62]

Type A letter L, M, or H for low (50% of all products), medium (30%), and high (20%), [62]

Air
temperature

Generated using a random walk process later normalized to a standard deviation of 2
K around 300 K, [62]

Process
temperature

Generated using a random walk process normalized to a standard deviation of 1 K,
added to the air temperature plus 10 K, [62]

Rotational
speed

Calculated from the power of 2860 W, overlaid with a normally distributed noise and
measured in rpm, [62]

Torque torque values are distributed around 40 Nm with a σ = 10 Nm and no negative values,
[62]

Tool wear
(min)

The quality variants H/M/L add 5/3/2 minutes of tool wear to the used tool in the
process, and a machine failure' label that indicates whether the machine has failed in
this particular data point for any of the following failure modes is true [62]

Output
Feature

Description

Tool wear
failure
(TWF)

The tool will be replaced or fail at a randomly selected tool wear time between 200–
240 mins (120 times in our dataset). At this point in time, the tool is replaced 74 times
and fails 46 times (randomly assigned), [62]

Heat
dissipation
failure
(HDF)

The heat dissipation causes a process failure if the difference between air- and
process temperature is below 8.6 K, and the tool’s rotational speed is below 1380 rpm.
This is the case for 115 data points [62]

Power
failure
(PWF)

The product of torque and rotational speed (in rad/s) equals the power required for the
process. If this power is below 3500 W or above 9000 W, the process fails, which is the
case 95 times in our dataset, [62]

Overstrain
failure
(OSF)

If the product of tool wear and torque exceeds 11,000 minNm for the L product variant
(12,000 for M, 13,000 for H), the process fails due to overstrain. This is true for 98
data points [62]

Random
failures
(RNF)

Each process has a chance of 0,1% to fail regardless of its process parameters. This
is the case for 19 data points, more frequent than could be expected for 10,000 data
points in our dataset, [62]

Predicted
machine
failure

If at least one of the above failure modes is true, the process fails, and the machine
failure label is set to 1, which is the case for 339 data points [62]
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Based on Fig. 3, the dataset is heavily imbalanced, consisting of only 339 rows labeled as machine
failure. At the same time, a failure rate of 3.39% (339/10,000.00) would usually make the system as
similar as possible to real-world industrial control systems; at the same time, this rate can be considered
alarming in mass production environments. Nevertheless, this is an inherent problem in most PdM
datasets [62]. Figure 4 shows the estimated relative predictor importance of the features used in ML
algorithms. Please note that we have deliberately kept our dataset imbalanced since this is the realist
scenario that could happen in real-world settings.

3.2 Utilized Models and Algorithms
ML is an AI model that utilizes algorithms for the purpose of analyzing data, extracting relevant
information, and using that information to make informed decisions [64]. In contrast, DL is a subdivision
of ML that constructs algorithms in layers to produce an Artificial Neural Network (ANN) with the ability to
learn and make intelligent decisions autonomously [65]. The way an ANN is structured is by arranging
nodes into three layers: input, hidden, and output [66]. The concept of "learning" is the ability of both ML
and DL models to improve their performance over time without prior knowledge. The main difference
between the two is that ML models require human intervention when their AI algorithm generates
inaccurate predictions. This intervention is known as feature engineering and is used to enhance the final
accuracy and performance of the AI algorithm. On the other hand, DL models can assess the accuracy of
their predictions using their neural network, which needs more computational power. However, DL models
are susceptible to the over-fitting problem if there is a shortage of data. To resolve this issue, DHL
combines the neural network of the DL algorithm for feature extraction and a standard ML algorithm for
classification, resulting in high accuracy without over-fitting and without expending excessive
computational resources [67–69]. Figure 5 shows the relationship between DL, ML, DHL, and AI.

In this paper, we have utilized a wide range of models to detect machine failure. Table 5 shows a
summary of all the models that were deployed. More details on the models are introduced later
throughout this section of the paper. Table 6 shows an overview of the ML and DL models that were
utilized in previous data-driven maintenance models. Based on the information provided in both tables,
this research will evaluate an array of different and unique algorithms on a single dataset. Thus, allowing
a deeper understanding of the efficiency and fidelity of each model that could be utilized in an RxM
strategy.
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Table 5
Summary of deployed models

ML models DL models

Decision Tree (DT) Multilayer Perceptron (MLP)

Multinominal Random Forest (MRF) Long Short Term Memory (LSTM)

Support Vector Machines (SVM) Attention based Long Short Term Memory (ALSTM)

Stochastic Gradient Descent (SGD) Convolutional Neural Network (CNN)

Multinomial Logistic Regression (MLR) Fully Convolution Network (FCN)

K-Nearest Neighbors (KNN) Learning Vector Quantization (LVQ)

Multinomial Naïve Bayes (MNB) DHL models

Extreme Gradient Boosting (XGBoost) ALSTM-FCN with XGBoost

Adaptive Boosting (AdaBoost) ALSTM-FCN with AdaBoost

Light Gradient Boosted Machine (LightGBM) CNN with XGBoost

Linear Discriminant Analysis (LDA) Deep Forest (DF)

Quadratic Discriminant Analysis (QDA)

Table 6
Overview of identified RxM models via ML and DL in the literature

Task Models References

RUL prediction,
Fault
diagnostic

DNN, RNN, LSTM, CNN, LSTM-RNN, CNN-LSTM, LR [70], [71], [72], [73], [74],
[75], [76], [77], [78], [79],
[80]

Prognostics DNN, RNN, LSTM, LR, SVM [70], [71], [80], [81]

Fault
identification

MLP, RBFN, SVM [82], [83], [84], [85], [86]

Degradation
modeling

SOM, SVM [87], [88]

Fault detection SOM, SVM, LSTM [86], [89], [90], [91], [92]

Early failure
detection

DT, MRF, SVM, SGD, MLR, KNN, MNB, GB, LDA, QDA,
DF, MLP, LSTM, ALSTM, CNN, FCN, LVQ, DHL

Presented work in this
paper

DNN: Deep Neural Network, RNN: Recurrent Neural Network, RBFN: Radial Basis Function Network,
SOM: Self-Organizing Maps, LR: Logistic Regression

In the case of models that demand numeric features, categorical features with no ordinal relationship can
be problematic if encoded using integers. Assigning an integer to each category may mislead the model,
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leading to unexpected outcomes or reduced performance if it assumes a natural ordering between
categories. One potential issue is predictions that fall halfway between categories. To address this issue,
one-hot encoding is utilized to binarize categorical inputs for a more accurate representation [93]. One-
Hot Encoder was used to encode categorical features for all ML, DL, and DHL models [93], and SKlearn
Robust Scaler was used to scale the features and make them robust to outliers [94]. A split of 90/10 was
used for training and testing, respectively.

3.3 Machine Learning (ML) Models
Cross-Validation (CV) has been used on all ML models. We choose a value of k = 5, which is very
common in ML [95, 96]. GridSearch CV or RandomizedSearch CV for hyperparameters tuning for each ML
model. The difference between both approaches is in GridSearch we define the combinations and do
training of the model, whereas in RandomizedSearchCV the model selects the combinations randomly.

3.3.1 Decision Tree (DT)
A DT is a type of supervised machine learning algorithm that is used for solving classification or
regression problems. It is a graphical representation of all the possible solutions to a decision, with each
branch of the tree representing a possible decision or occurrence. Each decision or branch in the tree is
based on a specific feature or attribute of the data, and the tree's structure is created by recursively
partitioning the data into subsets based on the value of the selected feature until a decision is reached.
The final result of a DT algorithm is a tree with decision nodes and leaf nodes, where the decision nodes
contain the conditions that decide which branch to follow, and the leaf nodes provide the outcome or
prediction of the model. DT is easy to interpret and can handle both categorical and numerical data,
making them a popular choice in many applications [97–99].

3.3.2 Multinominal Random Forest (MRF)
MRF is a supervised machine learning algorithm that is used for classification problems where the target
variable has multiple classes or categories. It is an extension of the RF algorithm, which combines
multiple DT to produce a more accurate prediction. In the case of MRF, the algorithm builds a collection
of DT, where each tree is trained on a subset of the data and uses a random selection of features to make
predictions. During training, the algorithm calculates the importance of each feature in making accurate
predictions and uses this information to weight the importance of each tree. MRF is particularly useful for
problems with a large number of classes or categories since it can efficiently handle the high-dimensional
feature space that arises from this type of problem. Additionally, MRF is less prone to overfitting than
other classification algorithms, which can be a problem when dealing with large datasets. Applications of
MRF include text classification, image recognition, and bioinformatics. It is also used in areas where
multi-class problems arise, such as customer segmentation, medical diagnosis, and fault detection [100,
101].

3.3.3 Support Vector Machines (SVM)
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SVM is a supervised machine learning algorithm used for classification and regression analysis. The goal
of SVM is to find a hyperplane that separates data points of different classes in a high-dimensional
space. In other words, SVM attempts to find the optimal decision boundary that maximizes the margin, or
the distance between the decision boundary and the nearest data points of each class. To accomplish
this, SVM maps the data into a higher-dimensional feature space where it becomes easier to find a
hyperplane that can separate the data. SVM uses a kernel function to compute the dot product between
the data points, which allows the algorithm to work in the high-dimensional space efficiently without
actually computing the coordinates of the data points in that space. SVM is particularly useful when the
number of features is greater than the number of samples and the data is not linearly separable. SVM
can also handle non-linear decision boundaries by using kernel functions such as polynomial, radial
basis function, or sigmoid function. SVM has many applications, including image classification, text
classification, bioinformatics, and financial forecasting. SVM has become a popular algorithm for
classification and regression analysis due to its effectiveness and efficiency in solving complex
problems. SVM has also been shown to generalize well on new, unseen data, making it a valuable tool for
many applications [102, 103].

3.3.4 Stochastic Gradient Descent (SGD)
SGD is an optimization algorithm commonly used in machine learning to find the parameters or
coefficients of a model that minimize a given cost or loss function. It is a variant of the Gradient Descent
algorithm, which updates the model parameters iteratively to minimize the cost function. However, while
Gradient Descent calculates the average gradient over the entire training set, SGD calculates the gradient
for each training example individually and updates the model parameters based on that gradient. The
main advantage of using SGD over Gradient Descent is that it can converge faster as it considers only
one training example at a time, making it more computationally efficient. Furthermore, SGD can help to
prevent the model from getting stuck in local optima by introducing randomness into the optimization
process [104].

3.3.5 Multinomial Logistic Regression (MLR)
MLR is a statistical based machine learning model used for predicting outcomes with more than two
categories. It is a variant of the logistic regression algorithm, which is used for binary classification
problems. In MLR, the dependent variable or outcome variable has three or more categories, and the goal
is to model the probability of each category as a function of one or more independent variables or
predictors. In MLR, the algorithm estimates the probability of each category using a set of coefficients,
which are calculated using maximum likelihood estimation. The coefficients represent the impact of each
predictor variable on the probability of each category, with positive coefficients indicating that the
variable increases the probability of the category and negative coefficients indicating that the variable
decreases the probability of the category. MLR is commonly used in many fields, including social
sciences, economics, and medical research, where there are multiple outcomes of interest. MLR is often
used to model customer behavior, market segmentation, and disease classification. Additionally, MLR can
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be used to identify the most important predictors for each category, which can be useful in understanding
the factors that influence different outcomes [105, 106].

3.3.6 K-Nearest Neighbors (KNN)
KNN is a supervised machine learning algorithm used for classification and regression analysis. It is a
non-parametric algorithm, which means that it does not make any assumptions about the underlying
distribution of the data. In KNN, the algorithm classifies new data points based on the class or category
of the K nearest neighbors in the training set. The value of K is a hyperparameter that is set by the user
and determines the number of neighbors used to classify a new data point. To find the K nearest
neighbors, the algorithm calculates the distance between the new data point and each point in the
training set. The most common distance metric used is the Euclidean distance, although other metrics
such as Manhattan distance and Minkowski distance can also be used. Once the K nearest neighbors
have been identified, the algorithm assigns the new data point to the class that is most common among
the K neighbors. For regression analysis, KNN calculates the average value of the K nearest neighbors
and assigns that value to the new data point. KNN is simple to understand and easy to implement,
making it a popular choice in many applications. It is also non-parametric, which means it can handle
data that does not follow a specific distribution. However, KNN can be computationally expensive,
especially for large datasets, and it does not work well with high-dimensional data [107].

3.3.7 Multinomial Naïve Bayes (MNB)
MNB is a probabilistic machine learning algorithm used for classification problems with discrete features.
It is a variant of the Naive Bayes algorithm, which is based on Bayes' theorem of conditional probability.
In MNB, the algorithm models the probability of each class based on the frequency of the feature
occurrences in the training set. It assumes that the features are conditionally independent of each other,
which means that the presence or absence of one feature does not affect the presence or absence of any
other feature. To make a prediction, the algorithm calculates the probability of each class given the
occurrence of each feature in the new data point. The class with the highest probability is then assigned
as the prediction. MNB is particularly useful for text classification problems, such as spam filtering and
sentiment analysis, where the features are typically the frequency of occurrence of words in a document.
MNB has also been shown to perform well in many other applications, including image recognition and
bioinformatics. MNB is computationally efficient and can handle large datasets with many features.
However, it can be sensitive to irrelevant features and may perform poorly when the features are not
conditionally independent [108].

3.3.8 Extreme Gradient Boosting (XGBoost)
XGBoost is a popular supervised machine learning algorithm used for regression, classification, and
ranking tasks. It is a variant of the Gradient Boosting algorithm that is designed to improve performance
and reduce computation time. In XGBoost, the algorithm builds an ensemble of decision trees, where
each tree is trained to correct the errors of the previous tree. The algorithm iteratively adds trees to the
ensemble until the model's performance on the validation set no longer improves. XGBoost uses a
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gradient descent optimization technique to minimize a specific loss function, which is typically the mean
squared error or log loss, depending on the problem. XGBoost incorporates several features that improve
the performance and efficiency of the algorithm, including, regularization to prevent overfitting by
penalizing the complexity of the model, tree pruning to remove redundant or unnecessary branches in the
decision trees, and parallel processing to speed up computation by distributing the workload across
multiple processors. XGBoost has been shown to be highly effective in many machine learning
applications, including image recognition, text classification, and natural language processing. It has won
numerous machine learning competitions and is widely used in industry and academia due to its
accuracy and efficiency [109],[110],[111].

3.3.9 Adaptive Boost (AdaBoost)
AdaBoost is a machine learning algorithm used for regression and classification problems. It is an
ensemble method that combines multiple weak learners to form a strong learner. In AdaBoost, the
algorithm assigns a weight to each training example based on its classification error in the previous
iteration. The weights of misclassified examples are increased, and the weights of correctly classified
examples are decreased. The algorithm then trains a new weak learner on the updated weighted data and
repeats the process. The weak learners are typically decision trees with a maximum depth of one, which
are also called decision stumps. Once the weak learners have been trained, AdaBoost combines them to
form a strong learner. The final classification is based on a weighted majority vote of the weak learners,
where each weak learner's weight is proportional to its accuracy on the training set. AdaBoost is
particularly effective in handling noisy data and can achieve high accuracy with relatively small datasets.
However, it is sensitive to outliers and can overfit to noisy data if the number of weak learners is too high.
AdaBoost has been applied in various domains, including face detection, natural language processing,
and medical diagnosis [112, 113].

3.3.10 Light Gradient Boosted Machine (LightGBM)
LightGBM i is an open-source gradient boosting framework used for supervised machine learning tasks
such as regression and classification. It is a variant of the gradient boosting algorithm that is designed to
be fast and efficient, with lower memory usage and faster training speed. LightGBM uses a tree-based
learning algorithm and gradient-based optimization to minimize the loss function. It builds a tree-based
model by adding decision trees in a greedy fashion, where each new tree is trained to correct the errors of
the previous trees. LightGBM employs a leaf-wise approach to tree building, which grows the tree leaf by
leaf and reduces the number of splits needed to reach the same depth, resulting in a shallower and more
balanced tree. LightGBM also includes several features that improve its efficiency and accuracy, such as,
gradient-based one-side sampling, which reduces the computation required by only using a subset of the
data with large gradients, exclusive feature bundling, which bundles features with similar values into a
single feature, reducing the number of features and improving accuracy, and histogram-based algorithms,
which replace continuous features with discrete bins to speed up training and reduce memory usage.
LightGBM has been shown to perform well on large-scale datasets with high-dimensional features and is
widely used in industry and academia. It has won several machine learning competitions and is
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particularly useful for applications such as search ranking, recommendation systems, and image
classification [114].

3.3.11 Linear Discriminant Analysis (LDA)
LDA is a supervised machine learning algorithm used for classification problems with two or more
classes. It is a dimensionality reduction technique that projects the data onto a lower-dimensional space
while preserving the separation between the classes. In LDA, the algorithm finds a linear combination of
features that best separates the classes. It does this by maximizing the between-class scatter and
minimizing the within-class scatter. The between-class scatter measures the distance between the means
of the classes, while the within-class scatter measures the variation within each class. Once the optimal
linear combination has been found, LDA projects the data onto this new feature space. The new features
are ordered by their discriminatory power, with the most important features being those that best separate
the classes. LDA is particularly useful for datasets with many features and few samples. By reducing the
dimensionality of the data, LDA can improve the accuracy and generalization performance of the
classification model. LDA has many applications, including image recognition, speech recognition, and
bioinformatics. One limitation of LDA is that it assumes that the data follows a normal distribution and
that the covariance matrices are equal for all classes. If these assumptions are not met, the performance
of the algorithm may be compromised [115].

3.3.12 Quadratic Discriminant Analysis (QDA)
QDA is a supervised machine learning algorithm used for classification problems with two or more
classes. It is a variant of Linear Discriminant Analysis (LDA) that relaxes the assumption of equal
covariance matrices for all classes. In QDA, the algorithm finds a quadratic boundary that separates the
classes by modeling the distribution of the data for each class. Unlike LDA, which assumes that the
covariance matrices are equal for all classes, QDA allows for different covariance matrices for each
class. This allows QDA to capture more complex decision boundaries and can lead to better classification
accuracy in certain situations. Once the covariance matrices have been estimated, QDA calculates the
discriminant function for each class, which is used to classify new data points. The class with the
highest discriminant function value is assigned as the predicted class. QDA is particularly useful when
the covariance matrices differ significantly between classes or when the distribution of the data is non-
normal. However, QDA can be sensitive to overfitting when the number of features is large compared to
the number of samples. In these cases, regularized versions of QDA, such as Shrinkage QDA, can be used
to improve performance. QDA has many applications, including speech recognition, image classification,
and bioinformatics [116].

3.4 Deep Learning (DL) Models
For all models, dense layers were used with Softmax activation function, and hidden layers were used
with Rectified Linear Activation (ReLU). LSTM and ALSTM were made up of 8 units. All DL and DHL
models were trained for more than 14 epochs (See Fig. 6).
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Figure 10 Using multiple epochs to achieve minimum loss and highest performance measurements
values for DL models

3.4.1 Multilayer Perceptron (MLP)
MLP is is a type of ANN that is commonly used in supervised machine learning applications for both
classification and regression tasks. MLP is a feedforward neural network consisting of multiple layers of
neurons that transform the input data to a desired output. In MLP, the input data is first passed through
one or more hidden layers, each of which consists of several neurons that perform a linear
transformation followed by a non-linear activation function. The output of each hidden layer is then
passed to the next layer until the final layer is reached, which produces the network's output. The weights
of the MLP are adjusted during training to minimize a loss function, such as the mean squared error or
cross-entropy loss, using backpropagation. Backpropagation is a gradient-based optimization technique
that adjusts the weights of the network in the direction of the steepest descent of the loss function. MLP
is a versatile algorithm that can handle both numerical and categorical data, and can be used for various
types of machine learning tasks, including image classification, natural language processing, and time-
series forecasting. However, MLP is prone to overfitting when the number of parameters is too large, and
it can be difficult to interpret the results of the model due to its complex structure [117–119]. See Fig. 7
for a demonstration of the proposed MLP model.

3.4.2 Long Short Term Memory (LSTM)
LSTM is a type of Recurrent Neural Network (RNN) that is designed to handle the problem of vanishing
gradients in traditional RNNs. LSTMs are particularly well-suited for processing sequential data, such as
text, speech, and time-series data. In LSTM, the network consists of repeating modules of memory cells,
input gates, output gates, and forget gates. The memory cells store information about the sequence,
while the gates regulate the flow of information into and out of the cells. The input gate controls the
amount of new information that is added to the memory cell, while the forget gate determines how much
of the previous memory should be retained. The output gate determines the amount of information that is
outputted from the memory cell. LSTM allows for the learning of long-term dependencies by allowing
information to be retained in the memory cells over many time steps. This is achieved by the use of the
gates, which selectively pass information and prevent the problem of vanishing gradients. LSTM has
been applied in various domains, including speech recognition, text analysis, and time-series forecasting.
It has been shown to outperform traditional RNNs on many tasks and has become a popular choice in
many machine learning applications [120].

3.4.3 Attention-based Long Short Term Memory (ALSTM)
ALTSM is a type of neural network architecture that combines the strengths of LSTM and attention
mechanisms to improve the performance of sequence-to-sequence tasks, such as machine translation
and speech recognition. In ALSTM, the input sequence is first processed by an LSTM network, which
learns to encode the input sequence into a fixed-length vector representation. The attention mechanism is
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then applied to the encoded representation, which allows the network to focus on the most relevant parts
of the sequence during decoding. During decoding, the attention mechanism computes a weight for each
element in the encoded sequence based on its relevance to the current decoding step. The weighted sum
of the encoded sequence is then used as the input to the next decoding step. ALSTM has several
advantages over traditional LSTM networks. It can handle long sequences with variable-length inputs and
outputs, and it allows the network to focus on the most relevant parts of the sequence during decoding.
This results in improved performance on sequence-to-sequence tasks. ALSTM has been successfully
applied in various domains, including machine translation, speech recognition, and image captioning. It
has become a popular choice in many machine learning applications and has contributed to significant
advances in natural language processing and computer vision [121], [122].

3.4.4 Convolutional Neural Network (CNN)
CNN is a type of neural network that is commonly used in deep learning for image and video analysis. It
is particularly well-suited for tasks that require the network to learn hierarchical representations of the
input data, such as object detection and recognition. CNN is composed of several layers, including
convolutional layers, pooling layers, and fully connected layers. The convolutional layers apply a set of
filters to the input image, which detect features such as edges, corners, and shapes. The pooling layers
downsample the feature maps, reducing the dimensionality of the data while retaining important
information. The fully connected layers perform the classification, using the features learned by the
convolutional and pooling layers to predict the output class. CNNs are designed to be translation
invariant, meaning that they can detect the same feature regardless of its position in the input image.
This is achieved by the use of the convolutional layers, which scan the input image with a small filter and
apply it to all locations in the image. CNNs have many applications in computer vision, including image
classification, object detection, face recognition, and semantic segmentation. They have achieved state-
of-the-art performance on many benchmarks and have been widely adopted in industry and academia
[123], [124]. Figure 8, Fig. 9, and Fig. 10 show the architecture of the proposed Two layers CNN-ALSTM
model, the CNN-LSTM model, and the Two layers CNN model, respectively, that were built.

3.4.5 Fully Convolutional Neural Network (FCN)
FCN is a type of neural network that is commonly used for semantic segmentation tasks in computer
vision, such as object detection and image segmentation. It is an extension of CNN that allows for end-to-
end segmentation of images without the need for additional post-processing steps. Unlike traditional
CNNs, which typically have a fully connected layer at the end of the network for classification, FCNs
replace the fully connected layer with convolutional layers to produce a dense output map of class
probabilities [125]. This allows the network to classify each pixel in the input image instead of the entire
image as a whole. FCNs use several techniques to improve segmentation performance, including skip
connections, upsampling, and multi-scale inputs. Skip connections allow the network to reuse features
from earlier layers in the network, improving accuracy and reducing artifacts. Upsampling techniques
such as transposed convolution or nearest-neighbor interpolation are used to increase the resolution of
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the output map. Multi-scale inputs, which involve processing the image at different scales, help the
network to better capture objects of varying sizes. FCNs have achieved state-of-the-art performance on
many benchmark datasets for semantic segmentation, including Pascal VOC, Cityscapes, and COCO.
They have been widely adopted in industry and academia for various computer vision tasks [124, 126].

3.4.6 Learning Vector Quantization (LVQ)
LVQ is a type of supervised learning ANN algorithm that learns to classify input data by mapping it to a
set of predefined classes. In LVQ, the network consists of a set of prototype vectors, each of which
represents a class in the output space. During training, the prototype vectors are adjusted to minimize a
distance metric between the input data and the prototypes. The distance metric can be based on various
measures, such as Euclidean distance or cosine similarity. LVQ can be divided into several variants,
including LVQ1, LVQ2, and LVQ3. LVQ1 assigns the input to the closest prototype vector, while LVQ2 uses
a winner-takes-all approach to select the closest prototype vector and adjust it and its neighbors. LVQ3
uses a more flexible approach by using a range of vectors to adapt to the input. LVQ has several
advantages over other classification algorithms, such as its ability to handle non-linearly separable data
and its interpretability. LVQ is also robust to noise and outliers and can learn from small datasets. LVQ
has been applied in various domains, including image classification, text classification, and speech
recognition. It has been shown to perform well on many benchmark datasets and has been widely
adopted in industry and academia [127–129].

3.5 Deep Hybrid Learning (DHL) Models
Using DL algorithms, features were extracted from the training and testing datasets, and ML algorithms
performed detection. Four distinct models were applied to the dataset. Model one incorporated an
Attention-based Long Short-Term Memory Fully Convolutional Neural Network with Extreme Gradient
Boosting (ALSTM-FCN with XGBoost), while model two utilized an Attention-based Long Short-Term
Memory Fully Convolutional Neural Network with Adaptive Boost (ALSTM-FCN with AdaBoost). Each
model featured two 1D convolutional hidden layers, operating on a 1D sequence and containing 32
kernels (filters) with a size of 2. These kernels stored values learned throughout training. Every hidden
convolutional layer was paired with batch normalization to normalize input via a transformation that kept
the mean output close to 0 and the output standard deviation close to 1. These layers served as feature
extractors. Rectified Linear Activation (ReLU) enabled the model to learn more complex functions,
enhancing training results. A GlobalAveragePooling1D layer followed the ReLU to preserve information
about "less important" outputs. Dropout layers with probability values of 0.2 and 0.3 were added to
minimize overfitting risk. One hundred LSTM cells were deemed optimal. The GlorotUniform, or Xavier
Uniform, was the default weight initializer for both models. An attention mechanism aided the algorithm's
learning process. Both models employed the Adam Optimization Algorithm with a constant learning rate
of 0.03. After the dropout layers, a concatenation layer combined all previous outputs along a specified
dimension. These new outputs fed into the ML algorithm (XGBoost or AdaBoost), using a
RandomizedSearchCV for random parameter combination selection, enhancing model generalizability.
Illustrations of the ALSTM-FCN with XGBoost and ALSTM-FCN with AdaBoost models can be found in
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Figs. 11 and 12, respectively. The third deep learning model, CNN with XGBoost, was similar to the
previous two but featured dense neuron layers and lacked the ALSTM mechanism [130].

The last model is DF, an ML algorithm that combines RF with DL techniques to improve the accuracy of
prediction models. It is a type of ensemble learning method that combines multiple decision trees to form
a single prediction model. In DF, the algorithm first trains a random forest on the input data to generate a
set of features that are used to train a deep learning model. The deep learning model is typically a multi-
layer neural network that can learn complex representations of the data. DF uses two structures of DL
models MLP and CNN. The MLP is used for tabular data, while the CNN is used for image data. DF has
several advantages over traditional deep learning algorithms, such as faster training times, better
generalization performance, and improved interpretability. It can handle large datasets with high-
dimensional features and can achieve high accuracy with relatively small datasets. DF is also less prone
to overfitting than traditional deep learning algorithms. DF has been applied in various domains,
including computer vision, natural language processing, and speech recognition. It has won several
machine learning competitions and is widely used in industry and academia [131–133].

Results and Discussion
A confusion matrix was obtained for every DL and ML model. However, we only included one as an
example here. Figure 13 shows the confusion matrix for the lightGBM model. A confusion matrix is a
table used to evaluate the performance of a classification model by displaying the number of correct and
incorrect predictions. It is particularly useful for assessing the performance of a classifier in a multi-class
problem. The matrix consists of rows and columns that represent the actual and predicted classes,
respectively. The confusion matrix has four main components, True Positives (TP): The number of
instances where the model correctly predicted the positive class. True Negatives (TN): The number of
instances where the model correctly predicted the negative class. False Positives (FP): The number of
instances where the model incorrectly predicted the positive class (also known as Type I error). False
Negatives (FN): The number of instances where the model incorrectly predicted the negative class (also
known as Type II error). The TP, TN, FP, and FN values obtained from the confusion matrix is used to
calculate performance measurement values such as accuracy, precision, recall, and F-measure. Keep in
mind that the misclassification cost of a false negative is much higher than the cost of a false positive,
especially in a mass production environment [62].

Accuracy is a metric used to evaluate the performance of classification models. It is the proportion of
correct predictions made by the model out of the total number of predictions. In the context of RxM,
accuracy plays a significant role in the effectiveness of the maintenance strategy. RxM relies on
predictive models to forecast equipment failures and provide recommendations for optimal maintenance
actions. A higher accuracy of these predictive models means that the maintenance team can make better-
informed decisions, which can lead to improved equipment reliability, reduced downtime, and cost
savings. However, it's important to note that accuracy alone might not provide a complete picture of a
model's performance, particularly in cases of imbalanced datasets. In such situations, other metrics like
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precision, recall, and F1-score can be more insightful in evaluating a model's effectiveness. Combining
these metrics with accuracy can offer a more comprehensive understanding of the model's performance
and its impact on RxM.

Precision is a performance metric used to evaluate classification models, specifically focusing on the
correctness of positive predictions. It is the ratio of true positive predictions to the total number of
positive predictions made by the model. In the context of RxM, precision plays a crucial role in minimizing
false alarms or unnecessary maintenance actions. A higher precision indicates that the predictive model
is accurately identifying equipment failures or anomalies, which helps maintenance teams focus their
efforts on the right issues. When implementing a RxM strategy, it is essential to balance precision with
other metrics such as recall, which measures the model's ability to identify all actual positive cases. A
model with high precision but low recall might miss important equipment failures, leading to unplanned
downtime and increased maintenance costs. In summary, precision helps to ensure that RxM actions are
targeted and effective by reducing false alarms. However, it should be considered alongside other
performance metrics, such as recall and accuracy, to gain a comprehensive understanding of the model's
overall impact on the maintenance strategy.

The F-measure is a performance metric that combines both precision and recall to provide a single,
balanced measure of a classification model's performance. It is the harmonic mean of precision and
recall. In the context of RxM, the F-measure is useful for evaluating the effectiveness of a maintenance
model in identifying equipment failures or potential issues while minimizing false alarms. A higher F-
measure indicates that the model performs well in terms of both precision (correct positive predictions)
and recall (capturing all actual positive cases). Using the F-measure to assess a prescriptive maintenance
model helps ensure that the model strikes a balance between identifying potential failures and reducing
unnecessary maintenance actions. This balance is crucial for optimizing maintenance resources,
minimizing costs, and reducing the risk of unexpected breakdowns or catastrophic failures. In summary,
the F-measure serves as a valuable metric for evaluating the overall performance of a prescriptive
maintenance model, as it accounts for both precision and recall. By striving to maximize the F-measure,
maintenance teams can work towards improving the effectiveness of their RxM strategy, ultimately
leading to better resource allocation and cost savings. Table 7 shows a summary of the performance
measurements of the ML models.
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Table 7
Summary of performance measurements for ML models

ML Model Accuracy Precision Recall F-measure

LightGBM 0.93 0.94 0.93 0.93

XGBoost 0.92 0.90 0.92 0.90

AdaBoost 0.82 0.84 0.82 0.82

MRF 0.81 0.83 0.81 0.81

DT 0.82 0.82 0.82 0.82

SVM 0.64 0.75 0.64 0.63

SGD 0.63 0.75 0.63 0.64

MLR 0.88 0.86 0.88 0.87

KNN 0.68 0.73 0.68 0.69

MNB 0.63 0.71 0.63 0.61

QDA 0.86 0.89 0.86 0.87

LDA 0.81 0.83 0.81 0.81

Based on the results in Table 7, we conclude that LightGBM had the highest performance, followed by
XGBoost (above 90% accuracy and recall for the three of them). The reasons for LightGBM having the
highest performance than other gradient boosting algorithms and having a better performance than the
rest of ML models lies in the fact that LightGBM is designed to handle large datasets efficiently, making it
a suitable choice for scenarios with a large number of data points or high-dimensional data. In addition,
LightGBM uses an innovative sampling technique called Gradient-based One-Side Sampling. GOSS
retains instances with large gradients while randomly sampling instances with small gradients. This
strategy speeds up the training process while maintaining the quality of the model. LightGBM uses an
Exclusive Feature Bundling (EFB) technique, which bundles mutually exclusive features together to
reduce the number of features the algorithm has to handle. This technique further reduces memory
consumption and training time. It is also noticed that SGD, SVM, KNN, and MNB had the lowest
performance (less than 70% accuracy values for the four of them). On the other hand, the rest of the ML
models (LDA, QDA, MLR, MRF, and DT) have achieved a good performance measurement with accuracies
and recall values between 80% and 89%. It's essential to note that the performance of any algorithm
depends on the specific problem and dataset. It is always a good practice to try multiple algorithms and
compare their performance to choose the best one for your specific use case. Table 8 shows a summary
of the performance measurements of the DL models.
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Table 8
Summary of performance measurements for DL models

Models Accuracy Precision Recall F-measure

MLP 0.61 0.73 0.61 0.60

CNN-LSTM 0.60 0.72 0.60 0.60

2CNN 0.68 0.66 0.68 0.64

LVQ 0.63 0.76 0.63 0.63

2CNN-ALSTM 0.61 0.71 0.61 0.60

It can be seen from Table 8 that DL models have performed poorly compared to ML models. Thus,
putting DL models at a disadvantage when it comes to failure detection compared to ML models. DL
models typically require large amounts of data to learn the underlying patterns effectively. With smaller
datasets, they may overfit or underfit the data, leading to suboptimal performance compared to ML
models that can work well with smaller datasets. In cases where the problem or the underlying patterns in
the data are simple, a traditional ML model might be sufficient to capture these patterns and perform well,
without the need for a more complex DL model. It is crucial to recognize that the performance of DL and
ML models is highly dependent on the specific problem, dataset, and model architecture. In some cases,
DL models may significantly outperform ML models, while in others, the reverse may be true. It is
generally recommended to explore multiple models and approaches to find the best solution for a given
problem. All proposed DL models showed performance measurement values between 60% and 73%.
Table 9 shows a summary of the performance measurements of the DHL models.

Table 9
Summary of performance measurements for DHL models

Models Accuracy Precision Recall F-measure

ALSTM-FCN with XGBoost 0.81 0.83 0.81 0.81

ALSTM-FCN with AdaBoost 0.75 0.76 0.75 0.76

CNN with XGBoost 0.78 0.80 0.78 0.78

DF 0.90 0.88 0.90 0.89

Table 9 shows DHL models have a performance level between ML and DL models. However, it did
perform better than the DL model but not as well as ML models. All proposed DHL models showed
performance measurement values between 75% and 90%. DL and ML models have different strengths
and weaknesses, and combining them in a DHL model can be a two edged sowrd. However, in some
cases, it can capitalize on their complementary strengths. For example in the case of DF, the DL part can
be good at learning complex patterns and representations, while ML part can be more interpretable and
require less computation. The performance of DHL models is highly dependent on the specific problem,
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dataset, and model architecture. In some cases, DHL models may outperform both standalone DL and
ML models, while in others, they may perform somewhere in between. The key is to carefully design and
evaluate the DHL model based on the specific requirements of the task at hand. Figure 14 shows a
summary of average accuracies for failure detection for all models, Fig. 15 shows a comparison
summary of performance measurements of all models, and Fig. 16 shows a comparison of detection
accuracy values for each of the five failure types for all models.

Based on the values obtained from Fig. 16, it can be seen that some models have performed severely
inadequate (accuracy less than 50%) in detecting certain types of failures. In comparison, other models
have outperformed the rest in detecting certain types of failures. For example, RNF had less than 50%
detection accuracy through all proposed models except for SGD and LVQ, where both scored a detection
accuracy north of 99%. XGBoost and LightGBM scored a detection accuracy similar to that of SGD and
LVQ but when detecting TWF. At the same time, XGBoost and MLR achieved similar high accuracy in
detecting PWF. On the other hand, MLR, MNB, and QDA have resulted in a near perfect accuracy of 99% in
detecting OSF. Finally, QDA achieved a similar accuracy in detecting HDF. Overall, RNF failure had the
lowest detection accuracy since it was the only failure where a few of the models (for example, DF, GB,
SVM, MLR, QDA, LDA, and MLP) caompletly failed in detecting it yielding an accuracy of 0%. Table 10
shows a recommendation for which model is best to use in failure detection with respect to the five
different type of failures that were presented in the dataset.

Table 10
Recommended models to use to predict

certain failure types
Failure Type Recommended Model

HDF QDA

OSF QDA, MNB, and MLR

PWF MLR and XGBoost

TWF XGBoost and LightGBM

RNF LVQ and SGD

The output feature (also known as the target variable or label) or the failure type in our case can affect
the performance of a model. The choice of output feature, its distribution, and its relationship with input
features all play a role in determining the quality of the predictions made by the model. Since the output
feature has more than two categories (five failure types), you are dealing with a multiclass classification
problem. Some algorithms can handle multiclass classification better than other algorithms.
Understanding the nature of the categorical output feature and its relationship with input features is
essential to build an appropriate model and select suitable techniques to maximize performance.

Conclusion
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This paper evaluated the fidelity and efficiency of an array of ML, DL, and DHL models in early failure
detection task on a synthetic dataset. All models have shown inherent strengths and weaknesses in
detecting failures. For example, some models showed very high accuracies (of up to 99%, while others
showed heavily poor performance (0% − 50%) in detecting failures. Future work can be done to confirm
the reliability of such a RxM approach through a design of experimetns approach. In addition, future work
can focus on applying the same models to different datasets and validating their efficiency. In summary
future work can address the following areas:

Advanced algorithms: Continuously research and explore new ML, DL, and DHL algorithms,
architectures, and techniques that can lead to improved performance and adaptability in RxM
applications.

Feature engineering: Investigate more sophisticated feature engineering techniques to better
represent the input data and capture underlying patterns, which can lead to improved model
performance.

Transfer learning: Utilize transfer learning and pre-trained models to leverage knowledge from similar
domains, reducing training time and potentially improving model performance in RxM applications.

Ensemble learning: Combine multiple ML, DL, and DHL models using ensemble learning techniques
like bagging, boosting, or stacking to improve overall model performance and reduce overfitting.

Model interpretability: Develop models with improved interpretability to better understand the factors
influencing RxM predictions and facilitate more effective decision-making.

Incorporate domain knowledge: Work closely with domain experts to incorporate valuable domain
knowledge into the modeling process, leading to more accurate and useful RxM models.

Real-time learning: Implement real-time learning and online learning algorithms that can adapt to
changes in the underlying data and system dynamics, allowing for more accurate and timely RxM
predictions.

Edge computing: Utilize edge computing to perform ML, DL, and DHL model training and inference
on edge devices, reducing latency and enabling real-time RxM applications.

Scalability: Develop models and techniques that can scale efficiently to handle large-scale RxM
applications with vast amounts of data and numerous equipment assets.

Integration with other technologies: Combine RxM models with other tools and technologies, such as
IoT, digital twins, resource allocation, optimiation, and augmented reality, to yield more results and to
create more comprehensive and effective RxM solutions.

By continuously researching and integrating these advancements into RxM applications, practitioners
can further improve the effectiveness and efficiency of maintenance processes, ultimately leading to
reduced downtime, cost savings, and increased asset lifespan.
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Figure 1

A summarized relationship between the different types of maintenance strategies and their development
process

Figure 2

The framework of an AI-powered RxM via ML and DL
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Figure 3

Statistical description of the failure features



Page 41/52

Figure 4

The six most crucial input features for ML models



Page 42/52

Figure 5

Relationship between DL, ML, DHL, and AI

Figure 6

Fig. 10 Using multiple epochs to achieve minimum loss and highest performance measurements values
for DL models
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Figure 7

The proposed architecture of the MLP model



Page 44/52

Figure 8

Architecture of the Two layers CNN-ALSTM model
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Figure 9

Architecture of the CNN-LSTM model
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Figure 10

Architecture of the Two layers CNN model
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Figure 11

ALSTM-FCN with XGBoost model
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Figure 12

ALSTM-FCN with AdaBoost model
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Figure 13

Confusion matrix for the LightGBM model
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Figure 14

A a comparison of average accuracies for failure detection for all models
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Figure 15

A comparison of performance measurements of failure detection for all models
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Figure 16

A comparison of detection accuracy values for each of the five failure types for all models


