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ABSTRACT 20 

Learning to make decisions depends on exploring options, experiencing their consequence, and 21 

reassessing the strategy. Several studies have analyzed various aspects of value-based decision-22 

making, focusing on cued and immediate gratification. By contrast, how the brain gauges 23 

delayed consequence for decision-making remains poorly understood. 24 

 25 

We designed a decision-making task in which decisions altered future options. In the absence 26 

of any explicit performance feedback, participants had to test and internally assess specific 27 

criteria to make optimal decisions. This task was designed to specifically study how the 28 

assessment of consequence forms and influences decisions as learning progresses. We analyzed 29 

behavior results to characterize individual differences in reaction times, decision strategies, and 30 

learning rates. 31 

 32 

We formalized this operation mathematically by means of a multi-layered decision-making 33 

model. The first layer described the dynamics of two populations of neurons characterizing the 34 

decision-making process. The other two layers modulated the decision-making policy by 35 

dynamically adapting an oversight learning mechanism. The model was validated by fitting 36 

individual participants’ behavior and it faithfully predicted non-trivial patterns of decision-37 

making. 38 

 39 

These findings provided an explanation to how delayed consequence may be computed and 40 

incorporated into the neural dynamics of decision-making, and to how learning occurs in the 41 

absence of explicit feedback. 42 

 43 

 44 

 45 

1 INTRODUCTION 46 

The brain mechanisms involved in taking decisions are of key interest and have been studied 47 

extensively in the last decades (reviewed in (1,2)). Many studies focused on characterizing the 48 

neural dynamics of reward processing (3–5), visual discrimination (6–8), and multiple other 49 

aspects involved in option assessment during value-based decision-making (9–12). Other tasks 50 

were developed to study decisions in the context of short-term memory (13), and cost-risk 51 

trade-off (14–16). In most of these contexts, choice outcomes are immediately feedbacked. 52 

This feature makes calculating costs and benefits straightforward, as all the necessary 53 

information is directly available to the decision maker for calculation (17–20). However, a 54 

complete account of value-based choice behavior requires understanding how the brain detects 55 

and computes the non-immediate consequences of choices, and how to use this information to 56 

guide subsequent decision strategies. Despite the rich literature in cognitive decision-making 57 

and the fact that long-term consequence is a critical concern in our daily decision-making 58 

processes, the dynamics of its operation have not yet been incorporated into state-of-the-art 59 

models of decision-making (21–23). These classic models, by construction, work for 60 

independent consecutive trials by considering accumulation of evidence about choice 61 

alternatives for each trial separately (24), but they do not take into consideration neither the 62 

memory of recent past nor the long-term effects of decisions. By contrast, studies on 63 

hierarchical decision-making investigate the case when the choice made in one trial influences 64 

the available choice alternatives in the sub-sequent one (25). In this scenario, the case when 65 

the immediate most rewarding choice leads to a lower long-term reward is of particular interest. 66 

Moreover, if this relationship is latent, what are the cognitive mechanisms that make us learn 67 
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the optimal strategy? Furthermore, how does the learning occur in the absence of an explicit 68 

performance feedback? 69 

 70 

To answer these questions, in this manuscript we studied a specific case of decision-making 71 

that we called consequence based. Namely, we organized consecutive perceptual decision-72 

making trials into groups of dependent trials, where the choice made in one trial has a 73 

consequence on the next one by determining the available choice options. How does the 74 

complexity of a perceptual decision-making task augment when combined with consequence 75 

assessment? First, consequence-based decisions require an increased temporal span of 76 

consideration, and, consequently, involve a more uncertain and broader set of factors to 77 

examine. This typically results in more computationally demanding option evaluation (26–29), 78 

longer deliberation, and often poorer decision accuracy (30,31). Second, making decisions 79 

based on gauging choice consequence involves a range of cognitive processes broader than 80 

those involved in immediate sensory-motor decisions (32,33), with particular emphasis on 81 

value integration (34,35), metacognitive processing (36,37) and long-term working memory 82 

(38,39). Despite the fact long-term consequence assessment may be viewed as a time extended 83 

version of immediate actions' outcomes evaluation, significant doubts remain regarding the 84 

core cognitive and neural processes underlying this capability (40).  85 

 86 

To investigate the cognitive processes underlying consequence-based decision-making, we 87 

carried out a combined experimental and theoretical study. In the first part of this work, we 88 

designed a behavioral paradigm, the consequential task, to characterize consequence-based 89 

option assessment in a decision-making context in which there was no explicit performance 90 

feedback. In this task, trials were organized in groups (of one, two, or three trials). At each 91 

trial, participants were instructed to make a binary choice between two stimuli (each associated 92 

with a specific reward quantity) with the goal to find the strategy that yielded the most 93 

cumulative reward value across each group of trials. In brief, the selected stimulus in a trial 94 

influenced the available stimuli presented in the next trial in such a way that choosing a 95 

large/small stimulus would yield lower/higher average stimuli in the next trial. Crucially, these 96 

changes were neither cued nor part of the instruction given to the participants at the beginning 97 

of the session. Moreover, no performance metric was provided to the participants, who, 98 

therefore, had to rely on their own internal assessment of performance based on the implicit 99 

changes caused by their choices on the stimuli of subsequent trials. To summarize, the 100 

consequential task implemented consequence through linked trials, its nature was not disclosed 101 

in the instructions given to the participants, and no explicit performance feedback was 102 

provided. 103 

 104 

The consequential task combined features common both to hierarchical decision-making (41–105 

43) and delay discounting paradigms (44–48). However, the absence of an explicit performance 106 

metric during the task made our paradigm particularly suitable to study how learning the 107 

optimal strategy may evolve from shortsighted to long-term predictions of the next states. In 108 

contrast to standard hierarchical decision-making and partially observable Markov decision 109 

processes (49,50), in the consequential task participants were not aware of the underlying 110 

structure. Participants were informed that the choice they made in one trial had an influence on 111 

the following one, but it was not clearly stated that their action led to mutually exclusive states, 112 

i.e., the possible scenarios a participant can encounter in a group of trials. Moreover, 113 

participants did not know if they had found the optimal solution, i.e., picked the correct 114 

sequence of decisions to maximize cumulative reward value. On the other hand, delay 115 

discounting tasks focused on the principle of inhibitory short-term control where the presence 116 

of explicit cues helped overcoming impulsive behavior, such as in the marshmallow experiment 117 
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(51,52), or the farming on Mars task (53) (see review in the Discussion). By contrast, the 118 

purpose of our study was to understand how participants learned the effects of their actions on 119 

the environment, as opposed to assessing whether reward value varies with time. In other 120 

words, the absence of explicit learning cues was intended to force the participants to rely on 121 

their own subjective performance feedback to infer the delayed consequence of their decisions 122 

across groups of successive trials.  123 

 124 

In the second part of our study, we provided a theoretical framework of the cognitive and neural 125 

processes required for consequence-based decision-making, including the patterns of inhibition 126 

and of far-sighted consequence assessment instrumental to gain the most reward across trials. 127 

The model was organized in three layers. The bottom layer, in line with the Amari, Wilson-128 

Cowan and Wong-Wang models (21,54–58), described the neural dynamics of binary decision-129 

making by means of two populations of neurons. The middle and top layers implemented an 130 

oversight mechanism for the assessment of consequence across groups of trials and the learning 131 

mechanism as a function of an objective perception of reward value across trials. This model 132 

reproduced the full variety of behavioral observations across the different participants 133 

accurately while predicting a plausible neural implementation of the processes underlying the 134 

learning of consequence-based decision-making. In particular, our model described how the 135 

metacognitive assessment of consequence extends from shortsighted to long-term value 136 

prediction through an oversight mechanism that monitors predicted performance. 137 

 138 

 139 

2 RESULTS 140 

 141 

2.1 Task design 142 

In this section, we describe the consequential task, specifically designed to tap into the 143 

cognitive mechanisms involved in learning delayed consequences in the absence of 144 

performance feedback. In this task, 28 healthy participants were instructed to choose one of the 145 

two stimuli, depicting reward values through differently filled water containers, presented left 146 

and right on the screen. The participants reported their choices by sliding the computer mouse’s 147 

cursor from the central cue to the chosen stimulus (see Figure 1 and Materials and Methods for 148 

a thorough description).  149 

 150 

Since consequence depends on a predictive assessment of future contexts, the task was 151 

organized into two types of trial blocks, in which the participants had to maximize the reward 152 

value. There were blocks in which trials required one-shot decisions, purely independent from 153 

each other. As in most typical decision-making paradigms, the reward value in these trials 154 

could be maximized by picking the best available option in that instance. However, in other 155 

blocks, trials were grouped into pairs or triads of dependent trials. We called each group of 156 

consecutive trials an episode to signify the boundary of dependence between them, and defined 157 

the notion of horizon (nH) as a metric for the depth of consequence to be expected for that 158 

episode. The horizon of a specific episode equaled the number of dependent trials following 159 

the first trial of each episode. For example, for nH=1 an episode consists of 2 trials. The nature 160 

of the dependence between trials of an episode was such that the mean reward values of the 161 

stimuli in the second/third trial were systematically increased or decreased based on the 162 

participant’s choice in the preceding trial. Specifically, choosing the larger stimulus value led 163 

to a reduction of stimuli values in the subsequent trial, whereas achieving greater future value 164 

options required deliberately choosing the lesser option in the previous trial (Figure 1b). The 165 



 

5 

 

increment/reduction amount (G) was set constant and chosen such that selecting the larger 166 

stimulus could never compensate for the loss. In other words, the optimal performance across 167 

the task was achieved by choosing “big” in single trial episodes (horizon nH=0), and 168 

deliberately choosing “small” in all trials of nH=1 and nH=2 episodes except the last, in which 169 

“big” should be chosen. 170 

 171 

Participants were instructed that their goal was to maximize the cumulative reward value per 172 

episode. Learning the optimal policy was made challenging by a number of different factors. 173 

First, perceptual discrimination, quantifying the size difference between stimuli varies within 174 

1-20% of the container. Second, although the participants were instructed that their choices 175 

may affect future trials within the episode, the nature of this dependency was not signaled in 176 

any obvious way. This means that from the perspective of the participants, the value of the 177 

reward offers might at first appear random. Third, explicit performance feedback after each 178 

episode was crucially omitted from the task. The reason for this is that the presence of 179 

performance feedback might have had the undesirable effect of participants focusing on finding 180 

the specific sequence of choices within episode yielding optimal performance feedback, 181 

without having to learn the relationship between their decisions and the subsequent trials. In 182 

other words, an explicit measure of performance might have reduced the task to an explicit 183 

trial-and-error test of deciding for example, “big-small”, “small-big”, etc., until finding the 184 

sequence of choices leading to maximum performance, rather than learning to evaluate each 185 

option’s consequence in terms of their prediction of future reward value to attain the goal. In 186 

contrast, the absence of performance feedback made the participants not informed about their 187 

performance throughout the block, and ought to oblige them to create an internal sense of 188 

assessment, which can only rely on two mechanisms: the sensory perception of the systematic 189 

stimuli changes in the subsequent trial after each choice, and the exploration of option choices 190 

at each trial during the earlier part of each block. The resulting task essentially becomes a 191 

measure of learning about delayed consequences associated with each option in the absence of 192 

explicit performance feedback. 193 

 194 

In summary, for the participants to be able to perform the task, they were informed of the 195 

episode-based organization of trials at each block, i.e., the horizon. The instruction to the 196 

participant was to find the strategy leading to the most cumulative reward value for each 197 

episode and, for the reasons mentioned previously, to actively explore their choices. Further 198 

details are shown in the Methods section, and in Figure 1. 199 

 200 
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 201 

Figure 1. Time-course of a typical horizon 1 episode of the consequential decision-making task. (a) The episode consists of 202 

two dependent trials. The first starts with the message “New Episode Starting” in the center-top of the screen, a circle 203 

surrounding a cross in the center (central target), and half full progress bar at the bottom of the screen. The progress bar 204 

indicates the current trial within the episode (for horizon 1, 50% during the first trial, 100% during the second trial). After 205 

holding for 500ms, the left or right (chosen at random) stimulus is shown, followed by its complementary stimulus 500ms later. 206 

Both stimuli are shown together 500ms later which serves as the GO signal. At GO, the participant has to slide the mouse 207 

from the central target to the bar of their choosing. Once the selected target is reached, a yellow dot appears over that target. 208 

The second trial follows the same pattern as the first. See Methods for more details. (b): Construction scheme for the size of 209 

the stimuli in each episode. The first trial within the episode consists of 2 stimuli of size M+d/2 and M-d/2. The second trial 210 

within the episode depends on the selection made in the previous trial. If the first selected stimulus is M-d/2 (following symbol 211 

“-” in the figure), then the second trial consists of stimuli with size M+G+d/2 and M+G-d/2, otherwise M-G+d/2 and M-G-212 

d/2 (following symbol “+” in the figure). The cumulative reward value of the episode can therefore assume 4 distinct values 213 

(ordered from best to worst): 2M+G, 2M+G-d, 2M-G+d, and 2M-G. See Methods for more details on the values of M, G, d. 214 

 215 

2.2 Behavioral Results 216 

The metrics extracted from the participants’ behavioral data were their performance (PF), 217 

reported choices (CH), reaction time (RT), and visual discrimination (VD) sensitivity. The PF 218 

is a single-episode metric assuming values from 0 (worst) to 1 (best); it is calculated as the 219 

percentage of reward value obtained throughout the episode normalized by the maximum and 220 

minimum that could have been obtained. CH was the choice made by the participant in each 221 

trial, in terms of small or large reward stimulus. The RT was calculated as the time difference 222 

between the simultaneous presentation of both stimuli (the GO signal), and the onset of the 223 

movement. The VD is the ability to visually discriminate between stimuli, i.e., identifying 224 

which one is the bigger/smaller (see Methods for further details). As shown below, when the 225 

difference between stimuli (DbS) is small, participants were not able to accurately distinguish 226 

between stimuli. The DbS varies within 1-20% of the size of the container. 227 

 228 

The absence of explicit performance-related feedback at the end of each episode made the task 229 

more difficult, and, consequently, not all participants were able to find the optimal strategy. 230 

For horizon nH=0, all 28 participants but two learned and applied the optimal strategy, i.e., 231 

repeatedly selecting the larger stimulus. By contrast, only 22 participants learned the optimal 232 

strategy during horizon nH=1,2 blocks, i.e., selecting the larger stimulus in the last trial only.  233 

 234 
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We analyzed the exploratory strategy participants used. In particular, we tested whether 235 

participants only considered the size of the stimuli (small/big), or if they also tried other 236 

hypotheses, such as the order of presentation (first/second) or the location (left/right) of the 237 

stimuli. The result of this analysis can be found in the Supplementary Materials (Error! 238 

Reference source not found.). In brief, participants mostly considered only the size as a 239 

possible factor for optimization. Most participants who did not learn the optimal strategy for 240 

nH=1,2 repeatedly chose the larger stimulus for all trials. 241 

 242 

In Materials and Methods, Sec. Consequential Decision-Making task, we described how the 243 

task was structured, and we mentioned that we randomized the order in which participants 244 

performed the horizons. This means that, for example, some participants performed nH 2 before 245 

nH 0. We wondered if the order of the execution of the horizons had an influence on the 246 

learning. To address this, we performed an analysis comparing learning times on different 247 

conditions. The results of this investigation can be found in the Supplementary Materials 248 

(Error! Reference source not found. and Error! Reference source not found.). In brief, we 249 

discovered that once the optimal strategy was understood in nH 1 or nH 2, participants 250 

generalized the rule and by abstraction applied it to the horizon performed afterwards. For this 251 

reason, we defined a single learning time per participant which refers to the whole session. In 252 

other words, we called learning time (tL) the first episode (E) of the session in which the optimal 253 

strategy was assimilated. Namely, we defined the time at which the strategy was assimilated 254 

as the moment after which the optimal strategy was used in at least 9 out of the following 10 255 

episodes, and 75% of the remaining episodes until the end of the block. To ensure that a low 256 

success rate was not caused by perceptual discrimination errors (during low VD), we excluded 257 

the most difficult episodes in terms of DbS to calculate the learning time. 258 

  259 
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 260 

Figure 2. Summary results across participants. (a) Histogram of learning times, in terms of episodes (E). The learning time is 261 

defined as the first episode throughout the whole session in which the optimal strategy was applied repeatedly (see Methods). 262 

We identified four groups of participants: fast, medium and slow learners, and participants who did not discover the optimal 263 

strategy (NL – No Learning). (b) Histogram of the visual discrimination (VD) calculated by computing the percentage of 264 

correct selections of the last 80 episodes, in the horizon 0 block, for only the most difficult trials (DbS d=0.01). (c) Performance 265 

as a function of DbS, for the trials after the optimal strategy was applied. (d) Reaction Time (RT) versus DbS. The more similar 266 

the stimuli, the longer participants needed to make a decision. (e-f) Regression coefficients for the linear mixed-effects models 267 

𝑃!"~𝐿 ⋅ 𝐸& + 𝐿 ⋅ 𝑛# ⋅ 𝑇&$ + *𝐸&+�̂�) and 𝑅𝑇~𝐿 ⋅ 𝐸 + 𝐿 ⋅ 𝑑 + 𝐿 ⋅ 𝑛# ⋅ 𝑇&$ + (𝐸|�̂�), where 𝑃!" is the percentage of optimal choices, 268 

RT is the reaction time, E is the episode number, 𝐸& counts episodes in groups of 10, 𝑛# is the horizon number, 𝑇$ is the trial 269 

within episode counting backwards from last to first, d is the DbS,	𝑛#: 𝑇$ 	is the interaction term, and �̂� is the participant. We 270 

used maximum likelihood to estimate the model parameters. Participants were divided into two groups: those who learned the 271 

optimal strategy (blue) and those who did not (red), see Panel (a). The statistical difference between learning groups in 272 

reported next to the legend. 273 

 274 

Figure 2 shows the summary results for all 28 participants. In Panel (a), we show the histogram 275 

of their learning times in terms of episodes (E). The last histogram bar in Figure 2a (shown as 276 

NL – No Learning), shows the aggregate of the 6 participants who never learned the optimal 277 

strategy. We can identify four types of participants as a function of their learning speed: slow, 278 

medium, fast learners, and those participants who did not ever learn the strategy.  279 

 280 

Figure 2b shows the VD, for all difficult trials (smallest DbS) and participants, where VD was 281 

calculated as the percentage of correct choices over the last 80 episodes in the horizon nH=0 282 

block. On average, stimuli were discriminated correctly in 71% of the most difficult trials. 283 

Thus, despite having learned the optimal strategy, because of the low VD, most participants 284 

continued making some errors. This is reported in Figure 2c, showing the grand average and 285 

standard error of the PF across subjects as a function of the difficulty level of the episode, for 286 

all episodes following each participant’s learning time (p=10-12, F-stat=59). Note that, in Figure 287 
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2d, the RT gradually increased with growing difficulty to discriminate the stimuli, thus 288 

exhibiting a gradual and significant sensitivity to VD (p=10-25, F-stat=160). 289 

 290 

The dependency of PF and RT on VD together with the other variables must be established 291 

statistically. To assess the learning process, we quantified the relationship of PF and RT with 292 

horizon nH, trial within episode TE, and episode E. To obtain consistent results, we adjusted 293 

these variables as follows. The trial within episode is reversed, from last to first, because the 294 

optimal choice for the last TE (large) is the same regardless of the horizon number. The variable 295 

representing the trial within episode counted backwards is denoted as 𝑇"!. Furthermore, 296 

regarding the model for PF, to consider trials within episode independently, we adapted the 297 

notion of PF (defined as a summary measure per episode) to an equivalent of PF per trial, i.e., 298 

the percentage of optimal choices 𝑃"#. To be able to calculate such percentage, we grouped the 299 

episodes in blocks of 10 and used their average. This new variable is called 𝐸". Regarding the 300 

model for RT, since we consider each episode separately, and not an aggregate of 10 of them, 301 

we also check the dependency with DbS (d). Finally, to assess the difference between learning 302 

groups, we introduce the categorical variable L that identifies the group of participants that 303 

learned the optimal strategy and the ones who did not, according to Figure 2a. We then used a 304 

linear mixed effects model (59,60) to predict PF and RT. The independent variables for the 305 

fixed effects are horizon nH, trial within episode 𝑇"! (counted backwards), and the passage of 306 

time expressed as groups of 10 episodes 𝐸" each for PF, or for RT the episode E and DbS d. We 307 

set the random effects for the intercept and the episodes grouped by participant �̂�; we write the 308 

random effects as '𝐸"(�̂�). The resulting models are: 𝑃"#~𝐿 ⋅ 𝐸" + 𝐿 ⋅ 𝑛$ ⋅ 𝑇"! + '𝐸"(�̂�) and 309 𝑅𝑇~𝐿 ⋅ 𝐸 + 𝐿 ⋅ 𝑑 + 𝐿 ⋅ 𝑛$ ⋅ 𝑇"! + (𝐸|�̂�). The regression coefficients, with their respective 310 

group significance, are shown in Figure 2e-f. The detailed results of the statistical analysis are 311 

reported in the Supplementary Materials (Table 2). In panel (e), 𝑃"# decreases with 𝑇"!, 312 

suggesting that the first trial(s) within the episode are less likely to be guessed right, i.e., 313 

favoring the smaller of both stimuli. This makes sense, since only the early trials within the 314 

episode required inhibition. Moreover, looking at the amplitude of the regression coefficients, 315 

we can state that this has a larger impact in the no-learning case. The same argument can be 316 

made for the dependency with nH. The mayor difference between learning and no-learning can 317 

be appreciated when considering the time dependence: for the learners’ group 𝑃"# increases as 318 

time goes by, i.e., 𝐸" increases, while it is not significant for the group that did not learn the 319 

optimal strategy. The two learning groups are globally statistically different (p=10-12). In panel 320 

(f), RT shows converse effect directions between learning and no-learning groups for both 321 

dependencies on 𝑇"! and nH. The participants who learned the optimal strategy exhibited longer 322 

RT for the earlier trials within the episode, consistently with the need of inhibiting the selection 323 

of the larger stimulus. Also, the larger the horizon, the longer the RT, opposite to the no-324 

learning group. As expected, RT increases when decreasing DbS for both groups. The two 325 

learning groups are globally statistically different (p=10-17). 326 

  327 

Out of all 28 participants we analyzed, in Figure 3 we show the data from 3 sample participants. 328 

Figure 3 shows their associated PFs, CHs, and RTs metrics, and the order of execution of the 329 

different blocks and horizons. Each column corresponds to a participant and each row to a 330 

different horizon level. Note that all three participants performed the nH=0 task correctly 331 

(Figure 3a,b). The first 2 participants also performed nH=1 correctly, while participant 3 did 332 

not learn the correct strategy until he executed nH=2. Note that participants 1 and 2 performed 333 

nH=1 before nH=2, they learned during nH=1, and then applied the same strategy for nH=2. 334 

Because of this, a very fast learning process can be noted during the first nH=2 block. In Figure 335 
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3c, note that some RTs are negative. In these cases, the participant did not wait for the 336 

presentation of the GO signal to start the movement. 337 

 338 

 339 

 340 

Figure 3. Behavioral results for three representative participants. Rows and columns refer to horizons (nH) and participants, 341 

respectively. (a) Performance per episode. (b) Choice behavior per trial, in terms of selecting the bigger or smaller stimulus. 342 

Results are gathered by horizon (nH) and respective trial within episode (TE). (c) Cumulative density function (CDF) of reaction 343 

times. The color code indicates the trial within episode (green for TE=1, blue for TE=2, and red for TE=3). (d) Order of 344 

execution of blocks and horizons.  345 

  346 
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2.3 A Neurally-inspired Model of Consequential Decision-Making 347 

In this section, we describe our mathematical formalization of consequential decision-making, 348 

incorporating a variable foresight mechanism, adaptive to the specifics of how reward is 349 

distributed across trials of each episode. We formalized these processes using a three-layer 350 

neural model, described next. In brief, we used a mean-field model for binary decision-making, 351 

driven by a system able to learn the optimal strategy, and consequently dictate the choices to 352 

the decision-making process. The reason why we chose to build such a model instead of 353 

employing, for example, a classic reinforcement learning model is that our model not only 354 

describes behavioral patterns of learning, but it is also biophysically plausible. The neural 355 

dynamics in the mean-field approximation have been derived analytically from a network of 356 

spiking neurons used for making binary decisions (61).  357 

 358 

2.3.1 Layer 1: Neural dynamics 359 

To describe the neural dynamics at each trial, we used a mean-field approximation of a 360 

biophysically based binary decision-making model (23,58,61,62). This approximation has been 361 

often used to analytically study neuronal dynamics, through analysis of population averages. 362 

This included a simplified version that reproduced most features of the original spiking neuron 363 

model while using only two internal variables (21).  364 

 365 

The core of the model consists of two populations of excitatory neurons: one sensitive to the 366 

stimulus on the left-hand side of the screen (L), and the other to the stimulus on the right (R). 367 

The intensity of the evidence is the size of each stimulus, which is directly proportional to the 368 

amount of reward displayed. In the model this is captured by the parameters λL, λR, respectively. 369 

Although in the interest of our task we distinguish between the bigger and smaller stimulus 370 

values, in the formulation of the model it is convenient to characterize stimuli based on their 371 

position, i.e., left/right. The reason here is that the information on which target is bigger is 372 

already conveyed by the respective stimuli values, i.e., the parameters λL, λR. Moreover, this 373 

allows to introduce an extra degree of freedom in the model, without increasing the number of 374 

variables. The equations 375 

 376 

3𝜏 𝑑𝑟%(𝑡)𝑑𝑡 = −𝑟%(𝑡) + 𝑓'𝜆% + 𝜔&𝑟%(𝑡) − 𝜔'𝑟((𝑡)< + 𝜎𝜉%(𝑡)
𝜏 𝑑𝑟((𝑡)𝑑𝑡 = −𝑟((𝑡) + 𝑓'𝜆( + 𝜔&𝑟((𝑡) − 𝜔'𝑟%(𝑡)< + 𝜎𝜉((𝑡) Eq.  1 

 377 

describe the temporal dynamics of the firing rates (rL, rR) for each of the two populations, and 378 

may be interpreted as originating from a neural network as shown in Figure 4a. Each pool has 379 

recurrent excitation (ω+), and mutual inhibition (ω-). Although the schematic indicates that both 380 

excitation and inhibition emanate from a single population of excitatory neurons, this 381 

connectivity could be achieved with an equivalent network of excitatory and inhibitory 382 

subpopulations (21,22,55,62,63). In particular, we refer to the work by Wong and Wang (21), 383 

where they reduced a spiking neural network of both excitatory and inhibitory neurons to a 384 

two-variable system describing the firing rate of the mean-field dynamics of two populations 385 

of excitatory neurons. We opted for this simplified architecture because they are equivalent 386 

under some conditions and provide a more compact formulation. Furthermore, the network 387 

shares a basic feature with many other models of bi-stability: to ensure that only one population 388 

is active at any time (mutual exclusivity; (64,65)), mutual inhibition is exerted between the two 389 

populations ((66–68)). The overall neuronal dynamics are regulated by the time constant t, and 390 
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Gaussian noise x with zero mean and standard deviation s. The sigmoidal function f is defined 391 

as 𝑓(𝑥) = 𝐹)*+ A1 + 𝑒𝑥𝑝'−(𝑥 − 𝜃) 𝑘F⁄ <HI , with 𝐹)*+ denoting the firing rate saturation value. 392 

 393 

 394 

Figure 4. (a) Network structure of binary decision model of mean-field dynamics. The L pool is selective for the stimulus L 395 

(λL), while the other population is sensitive to the appearance of the stimulus R (λR). The two pools mutually inhibit each other 396 

(ω-) and have self-excitatory recurrent connections (ω+). (b) Firing rate of the two populations (L, R) of excitatory neurons 397 

according to the dynamics in Eq.  1. A decision is taken at time 506 ms (vertical dashed line) when the difference in activity 398 

between L and R pools passes the threshold of Δ =25Hz. The strengths of the stimuli are set to λL = 0.0203 and λR = 0.0227. 399 

The time constant and the noise are set to τ = 80 ms and σ = 0.003 ms-1, respectively. 400 

The neural dynamics described in this section refer to the time-course of a single trial, and is 401 

related to the discrimination of the two stimuli. The model commits to a perceptual decision 402 

when the difference between the L and R pool activity crosses a threshold D (69), see Figure 403 

4b. This event defines the trial’s decision time. Note that the decision time and the likelihood 404 

of picking the larger stimulus are conditioned by the evidence associated with the two stimuli 405 

(lL, lR), i.e., how easy it is to distinguish between them. Namely, the larger the difference 406 

between the stimuli is, the more likely and quickly it is that the larger stimulus is selected. 407 

 408 

This type of decision-making model is made such that the larger stimulus is always favored. 409 

Although the target with the stronger evidence in Eq.  1 is the most likely to be selected, this 410 

behavior becomes a particular case when this first layer interacts with the middle layer of our 411 

model, as described in the next section. 412 

 413 

2.3.2 Layer 2: Intended decision 414 

While most decision-making models consider only information involving one-shot decisions 415 

(21,69–72), the increased temporal span consideration and the uncertainty due to the 416 

consequence of the decision-making processes involved in the consequential task require 417 

additional elements for our model. The second layer of our model is devoted to build a 418 

mechanism capable of dynamically shifting from the natural (perceptual based) impulse of 419 

choosing the larger stimulus, to inhibiting that preference and choosing the smaller one. We 420 

implemented such a mechanism by means of an inhibitory control pool, which regulates, when 421 

desired, the reversal of the selection criterion towards the smaller or larger stimulus. We called 422 

this mechanism intended decision, as it defines the intended target to select at each trial. This 423 

constitutes the layer enabling the model to switch preference as a function of the context (see 424 

layer 3 description). 425 

 426 

Specifically, the intended decision mechanism at each trial is represented as a two-attractor 427 

dynamical system. If the state of the model may be interpreted as the continuous expression of 428 

its tendency for one over another choice, an attractor is the state towards which the dynamics 429 

of the system naturally evolve. Since we have two choices, to implement this we considered 430 

the energy function 𝐸(𝜓) = 𝜓,(𝜓 − 1), that has two basins of attraction at 0 and 1, associated 431 
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to the small and big stimulus, respectively (see Figure 5a). Hence, the dynamics of ψ are 432 

regulated by 433 

 434 𝜏- 𝑑𝜓(𝑡)𝑑𝑡 = −4𝜓(𝑡)(𝜓(𝑡) − 1)(𝜓(𝑡) − 1/2) + 1𝑡, 𝜎-𝜉-(𝑡) Eq.  2 

 435 

where τψ is a time constant. The Gaussian noise ξψ(t) is scaled by a constant (σψ) and decays 436 

quadratically with time. Thus, the noise exerts a strong influence at the beginning of the process 437 

and becomes negligible as one of both basins of attraction is reached. 438 

 439 

 440 

Figure 5. Dynamics of the second layer of the model. a) Energy function 𝐸(𝜓) = 𝜓%(𝜓 − 1)% with two basins of attraction in 441 

0 and 1, associated with the small/big targets, respectively. The small circle represents a possible initial condition for the 442 

dynamics of 𝜓. (b) Ten simulated trajectories for 𝜓(𝑡) according to Eq.  2 with initial condition 𝜓(0) = 0.45 and noise 443 

amplitude σψ = 0.4 ms-1. 444 

 445 

If we set the initial condition to 𝜓. = 0.5 and let the system evolve, the final state would be 446 

either 0 or 1 with equal probability. Shifting the initial condition towards one of the attractors 447 

results in an increased likelihood of leaning towards that same attractor, and ultimately its fixed 448 

point, i.e., the basin of attraction that was reached. For example, Figure 5b shows 10 simulated 449 

trajectories of 𝜓(𝑡) where the initial condition was set to 𝜓. = 0.45. Since the initial condition 450 

is smaller than 0.5, most of the trajectories have a fixed point of 0. Nevertheless, due to the 451 

initial noise level, the fewer of them reach 1 as their final state. 452 

 453 

The initial condition (𝜓.) and the noise intensity (σψ) are interdependent. The closer an initial 454 

condition is to one of the attractors, the larger the noise is required to escape that basin of 455 

attraction. Behaviorally, the role of the initial condition is to capture the a-priori bias of 456 

choosing the smaller/bigger target. Though this is true, please note that a strong initial bias 457 

towards one of the targets does not guarantee the final decision, especially when the level of 458 

uncertainty is large. Because of this behavioral effect, we refer to the noise intensity σψ as 459 

decisional uncertainty. 460 

 461 

The evolution of the dynamical system in Eq.  2 describes the intention of the decision-making 462 

process, at each trial T, of choosing the smaller/bigger target. Once a fixed point is reached, the 463 

intention is established. We call 𝜓F(𝑇) the fixed point reached at trial T, i.e., 464 𝜓F(𝑇) = 𝑙𝑖𝑚
/→1

𝜓(𝑡) = T01 465 

is the intended decision of choosing the smaller (0) or bigger (1) stimulus. 466 

 467 

Although the small/big stimulus may be favored at each trial, the final decision still depends 468 

on the stimuli intensity ratio. More specifically, if the evidence associated with the small/large 469 
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stimulus is higher/lower than that of its counterpart, the dynamics of the system will evolve as 470 

described in the previous section, see Eq.  1. For this reason, we incorporated the intention term 471 𝜓F(𝑇) into Eq.  1, connecting the intended decision layer with the neural dynamics layer. This 472 

yields a novel set of equations 473 

 474 

⎩⎨
⎧𝜏 𝑑𝑟%(𝑡)𝑑𝑡 = −𝑟%(𝑡) + 𝑓 XψZ(T)𝜆% + A1 − ψZ(𝑇)H 𝜆( + 𝜔&𝑟%(𝑡) − 𝜔'𝑟((𝑡)\ + 𝜎𝜉%(𝑡)
𝜏 𝑑𝑟((𝑡)𝑑𝑡 = −𝑟((𝑡) + 𝑓 XψZ(T)𝜆( + A1 − ψZ(𝑇)H 𝜆% + 𝜔&𝑟((𝑡) − 𝜔'𝑟%(𝑡)\ + 𝜎𝜉((𝑡) Eq.  3 

 475 

which exhibit the competence of switching preference between the large and small stimulus. If 476 𝜓F(𝑇) = 1, the larger stimulus is favored (and the equations reduce to Eq.  1); however, if 477 𝜓F(𝑇) = 0 the smaller is preferred. 478 

 479 

To summarize, this intended decision layer endows the dynamics of decision-making hereby 480 

described with the ability of directing their preference towards either the smaller or bigger 481 

stimulus in a dynamical fashion. This inhibitory control plays the role of the regulatory criterion 482 

(size-wise) with which a decision is made in the consequential task, as described by Eq.  2. 483 

 484 

 485 

2.3.3 Layer 3: Learning the Strategy  486 

 487 

Figure 6. Multi-layer network structure of mean-field model of consequence-based decision making, in the case of a horizon 1 488 

experiment. From the bottom: Neural dynamics layer: pool L is selective for the stimulus L (λL), while the other population is 489 

sensitive to the appearance of the stimulus R (λR). The two pools mutually inhibit each other (ω-) and have self-excitatory 490 

recurrent connections (ω+). The dynamics of the firing rate of the two populations is regulated by Eq.  3. Intended decision 491 

layer: the function ψ represents the intention, in terms of decision process, made at each trial T, of aiming for the smaller or 492 

bigger target. The dynamics of the intended decision is regulated by Eq.  2. Strategy learning layer: after each trial the strategy 493 

is revised, in a reinforcement learning fashion, depending on the magnitude of the gained reward value. The strategy is updated 494 

according to Eq.  4. 495 

 496 

Although the previously described intended decision layer endowed our model with the ability 497 

of targeting a specific type of stimulus at each trial, a second mechanism to internally oversee 498 

performance and to promote only beneficial strategies is a requirement. The overall goal for 499 

each participant of the consequential task is to maximize the cumulative reward value 500 

throughout an episode. As shown by previous analyses, most participants attained the optimal 501 

strategy after an exploratory phase, gradually improving their performance until the optimum 502 
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is reached. Inspired by the same principle of exploration and reinforcement, we incorporated 503 

the strategy learning layer to our model. 504 

 505 

The internal dynamics of an episode are such that selecting the small/large stimulus in a trial 506 

implies an increase/decrease of the mean value of the presented stimuli in the next trial (Figure 507 

1). Consequently, the strategy to maximize the reward value must vary as a function of the 508 

position of the trial within episode (TE). For clarity, we labelled each trial T via the episode E 509 

and the number of trial within episode TE, i.e., T=(E,TE). We use both notations 510 

interchangeably. 511 

 512 

The strategy learning implemented for the model abides by the general principle of reinforcing 513 

beneficial strategies and weakening unprofitable ones, see Sec. Discussion for a comparison 514 

with existing models. At each episode E, the strategy function 𝜙 = 𝜙(𝐸, 𝑇!) is updated by 515 

considering the intended choice 𝜓F(𝑇) and the reward value R(T) obtained. In our case, this 516 

reward value originates from subjective evaluation for each individual participant in the 517 

absence of explicit performance feedback. This internal assessment yields a positive or 518 

negative perception of reward, i.e., a subjective reward. Learning implies that the preference 519 

for the selected strategy is reinforced if the subjective reward is considered beneficial. Namely, 520 

with a positive reward (R(T)>0), 𝜙 is increased if the larger stimulus was chosen (𝜓F(𝑇) = 1) 521 

and decreased otherwise (𝜓F(𝑇) = 0). Notice that a negative reward discourages the current 522 

strategy but promotes the exploration of alternative strategies and makes possible, eventually, 523 

to learn the optimal one over time. Mathematically, we describe the dynamics of learning as 524 

 525 𝜙(𝐸 + 1, 𝑇!) = 𝜙(𝐸, 𝑇!) + 𝑘𝑅(𝐸, 𝑇!)'2𝜓F(𝐸, 𝑇!) − 1<(𝜙(𝐸, 𝑇!) − 1),'𝜙(𝐸, 𝑇!)<, Eq.  4 

 526 

where k is the learning rate. Note that if k=0, 𝜙(𝐸, 𝑇!) remains constant, i.e., there is no 527 

learning. The term (𝜙(𝐸, 𝑇!) − 1),'𝜙(𝐸, 𝑇!)<, is required to gradually reduce the increment 528 

to zero the closer 𝜙 gets to either zero or one, thus bounding 𝜙 in the interval [0,1]. The reward 529 

function R(𝐸, 𝑇!) represents the subjective reward. The only requirement for this function is 530 

that R(𝐸, 𝑇!) must be positive/negative if the subjective reward is considered beneficial or not. 531 

In the absence of explicit performance feedback, as is the case in the current task, participants 532 

must look for clues that convey some indirect information about their performance that could 533 

feed their internal criterion of assessment. In our case, the correct clue to look for was the 534 

change in the stimuli mean M between consecutive trials within an episode. For this reason, in 535 

our simulations we use 𝑅(𝐸, 𝑇!) = 𝑀(𝐸, 𝑇! + 1) −𝑀(𝐸, 𝑇!) in Eq.  4. This function could be 536 

generalized in case of a different task, as discussed in the conclusions section. 537 

 538 

Complementary to the lower layers, the strategy layer operates at a slower-pace, adaptive at a 539 

time scale of episodes. At the end of each episode, the strategy is updated by 540 

reinforcing/weakening the policy that has yielded a positive/negative reward. Mathematically, 541 

as mentioned before, this means that with a positive reward (R(T)>0), 𝜙 is increased if the 542 

larger stimulus was chosen (𝜓F(𝑇) = 1) and decreased otherwise (𝜓F(𝑇) = 0). In the long term, 543 

in the case that both the larger stimulus is repeatedly chosen and positive rewards obtained, 544 

then 𝜙 converges to 1. Otherwise, if both the smaller stimulus is repeatedly chosen and positive 545 

rewards obtained, then 𝜙 converges to 0. This update manifests in the next episode as a change 546 

in the initial condition for the intended decision 𝜓 (Eq.  2), i.e., suggesting the direction for the 547 

intended decision to go. As shown in Figure 5, shifting the initial condition towards one of the 548 

two basins (0 or 1) increases the likelihood of reaching it. In other words, the closer the initial 549 

condition to zero/one, the more likely the intended decision will be small/big. Mathematically, 550 
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this can be implemented by setting 𝜓(0) = 𝜙(𝑇) for each trial. In other words, the connection 551 

between the intended decision and the strategy layers lays in the influence the strategy learning 552 

exerts at each decision. 553 

 554 

To conclude, our model consists of a three concurrent layer structure. The dynamics of each 555 

layer are defined by Eq.  3 (neural dynamics), Eq.  2 (intended decision), and Eq.  4 (strategy 556 

learning). Figure 6 shows a schematic of the model here described. The bottom part depicts the 557 

neural dynamics originated from two pools of neurons encoding the responses to two external 558 

stimuli (L, R). The middle (in yellow) shows the intended decision layer at every trial. Finally, 559 

the top (in green) presents the strategy learning layer, which evolves at a much slower 560 

timescale; the combined information of the intended decision and the subjective reward drives 561 

the learning of the strategy. 562 

 563 

2.4 Model Simulations 564 

We performed a parameter space analysis to assess the influence of the model parameters on 565 

the main behavioral metrics of interest: reaction time (RT) and performance (PF). To obtain 566 

meaningful biophysical results for the neuronal dynamics, we simulated our model varying the 567 

time constant t, the noise amplitude s, and the decision threshold D (in Eq.  3) in the following 568 

ranges: 𝜏 ∈ [25,95] ms, 𝜎 ∈ [10'2, 10',] ms-1, and 𝛥 ∈ [0.01,0.035] ms-1 (see (55)). Also, we 569 

set Fmax= 0.04 ms-1, q = 0.015 ms-1, 𝑘F  = 0.022 ms-1, w+ = 1.4, w- = 1.5. We decided to keep most 570 

of the parameters fixed (as in (55)), i.e., the ones defined within the function f (see  Eq.  3) and 571 

the strengths of connection between pools of neurons (w+ and w-). As we will see below, by 572 

only varying t, s, and D we can simulate a wide range of different behaviors. In Eq.  2, we set 573 

ty=10 ms such that the dynamics of Eq.  2 is faster than the dynamics of Eq.  3 while remaining 574 

the same order of magnitude. Figure 7a shows how RT is affected by t and D. By increasing 575 

the time constant t, the RT increases both in mean and standard deviation (see Error! 576 

Reference source not found. a, d). The same trend occurs when increasing the threshold D 577 

(Error! Reference source not found. b, e). When varying the noise s, we did not find a 578 

substantial difference in the RT (Error! Reference source not found. c, f). By fixing t, s, and 579 

D, we studied the influence of the learning rate k and the decisional uncertainty sy on the PF, 580 

and, consequently, on the learning time tL (defined as in Sec. Behavioral Results). Figure 7b 581 

shows that learning time decreases as learning rate k increases, and as decisional uncertainty 582 

sy decreases. Note that for these simulations we used nH=1 with 50 episodes, therefore any tL 583 

bigger than 50 means that the optimal strategy was not learned. As a consequence of this 584 

analysis, to be able to obtain a large variety of behavioral results, in the following section we 585 

vary sy and k in the following ranges: s- ∈ [0.2,1] ms-1 and 𝑘 ∈ [0,3]. 586 

 587 
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 588 

Figure 7. Parameter space analysis. (a) The RT increases when increasing either t or D (s=0.001 ms-1). (b) The learning time 589 

(tL) decreases when increasing the learning rate k and decreasing the decisional uncertainty sy (t=81ms, s=0.001ms-1, and 590 

D=30 Hz). 591 

 592 

To demonstrate the behavior of the model, Figure 8 shows the results of a typical simulation of 593 

a horizon nH =1 experiment. Figure 8a shows the example dynamics of the neural dynamics 594 

layer of our model together with the stimuli used in the simulation during the first three 595 

episodes. More specifically, the bottom row shows the time course of the two population firing 596 

rates (Eq. 3) encoding the stimuli L, R depicted in the top row. To better understand the 597 

progression of this process over time, Figure 8b gives an outlook of 36 episodes. The top row 598 

shows the performance and difficulty (in terms of difference between stimuli DbS) metrics. 599 

Note that the optimal strategy in this simulation was learned and applied from the 17th episode 600 

onward. After this point, only the most difficult episodes (smallest DbS) managed to diminish 601 

the performance. The same conclusions can be drawn by looking at the middle inset, indeed 602 

after the 17th episode, the intended decision metric exhibits the same pattern (small for TE=1, 603 

and big for TE=2) repeatedly. The bottom row shows the strategy learning. For the first trial 604 

within episode (TE=1), f tends to 0, i.e., it pushes the intended decision to choose the smaller 605 

stimulus. For the second trial within episode (TE=2), the trend is reversed, capturing indeed the 606 

optimal policy. 607 

 608 
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 609 

Figure 8. Model example simulations for a horizon 1 block. (a) Simulation of the first 3 episodes. Top row: Stimuli presentation 610 

with respective selection made in each trial displayed with a yellow dot. Bottom row: firing rate of the two populations of 611 

neurons encoding the left (in blue) and right (in red) stimuli (Eq.  3). Vertical dashed bars indicate the time the decision 612 

threshold was crossed. (b) Simulation of 36 consecutive episodes. First row: Performance (blue - solid) and difference between 613 

stimuli DbS (green - dashed). Second row: intended decision dynamics of choosing the bigger (1) or smaller (0) stimulus. 614 

Third row: evolution of strategy learning for each trial within episode (TE). Parameters used for the simulations: G=0.3, 615 

D=25Hz, t=80 ms, s=0.006 ms-1, 𝜙&(1, 𝑇$) = 0.5 for TE=1,2, k=0.4, sy=0.4 ms-1. 616 

 617 

2.5 Individual Participants’ Behavioral Fit 618 

This section describes the fit of the model parameters to the participants’ individual behavioral 619 

metrics. The fitting process is described as a pipeline process. In the first step, the goal is to 620 

find the best fit for the neural dynamics by fitting the reaction time (RT) and the visual 621 

discrimination (VD), i.e., fit the parameters involved in Eq.  3. We then focus on the behavioral 622 

part. The second step consists of calculating the initial preferential bias f0. Finally, in the third 623 

step, we ran the model using the previously established parameters, and found the best fit for 624 

σψ and k, i.e., the decisional uncertainty and the learning rate. The reason why we fit the 625 

parameters in a sequential fashion is the following. The estimates of both RT and VD depend 626 

uniquely on Eq.  3. In order to evaluate the dynamics of the perceptual processes, RT and VD 627 

are fit using horizon nH=0 only. Once these have been established, we focus on the behavioral 628 

part, by fitting the initial preferential bias, the learning rate and the decisional uncertainty. 629 

 630 

2.5.1 Reaction Times and Visual Discrimination 631 

The fitting of the model parameters to each of the participant’s behavioral metrics was 632 

performed in stages. First, we started by considering the neural dynamics layer, and fitting each 633 

parameter of Eq.  3. The first metric to fit is each participant’s RT. Note that due to response 634 
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anticipation of the GO signal, the experimental RTs could be negative in a few cases (see Figure 635 

3c). A free parameter was incorporated into the model to control for this temporal shift. 636 

 637 

The second metric to fit is the VD, i.e., the ability to distinguish between stimuli. We assumed 638 

VD to be specific to each participant, and constant across blocks of each session. As a means 639 

of assessment, we checked how often the larger stimulus had been selected over the last 50 640 

correct trials of the nH=0 block for each level of difficulty. The only case where accuracy was 641 

low was the highest difficulty level (DbS = 0.01). For our model to capture this aspect, we used 642 

a linear transformation �̃� = 𝛼 + 𝛽𝑠 to re-scale the stimuli s, ranging from 0 (empty) and 1 (full), 643 

to a range of meaningful stimuli for the model (𝜆%,(~10',, [22]). Furthermore, additional 644 

constraints were set for a and b, such that this transformation did not swap the intensities 645 

between stimuli (i.e. if 𝑠% ≥ 𝑠( then �̃�% ≥ �̃�(), and that the input stimuli were always positive 646 

(�̃�%,( > 0). Abiding by these conditions, we varied a and b  and ran a grid-search set of 647 

simulations of Eq.  3 (with DbS |𝑠% − 𝑠(| = 0.01). We calculated the frequency with which 648 

the firing rate of the population encoding the larger stimulus was bigger than the alternative. 649 

The result depends not only on a and b, but also on t, s, and D (see Supplementary Figure 2). 650 

Thus, to capture the large variety of results encompassed by the ranges of t, s, and D (see Sec. 651 

Model simulations for the respective ranges of values), while abiding by the aforementioned 652 

constraints, we let a vary between -0.03 and 0, and b vary between 0 and 0.055-2.5a. These 653 

ranges allowed for proper exploration of the parameter space. 654 

 655 

 656 
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 657 

Figure 9. Model fit to three sample participants’ behavioral metrics. Data used: one block of horizon 1. The specific parameter 658 

values of the fit are displayed in Table 1. (a) Cumulative distribution function (CDF) of the reaction times (RT) for the 659 

participant data (solid red) and model simulation (dashed blue). (b) Initial bias f0 of the participant at the beginning of the 660 

block for each trial within episode (TE). The more the preferred choice tends towards choosing the larger (smaller) stimulus, 661 

the bigger (smaller) f0 is. (c) Bottom: Performance of the participant (red crosses) and of the model’s simulations (blue line: 662 

mean, shaded area: confidence interval). Top: Learning time for the participant (red dot) and model simulations (blue error 663 

bar). (d) Goodness of fit (GF) for three metrics: reaction time (RT), initial performance (PFi), and learning time (tL). Goodness 664 

of fit is calculated as follows: RT = 1- Kolmogorov-Smirnov distance between CDF, PFi = 1- mean square error, tL: 1- 665 

difference between learning times of participant and model’s mean divided by the total number of episodes. 666 

 667 

We ran 100-trial simulations of a horizon nH=0 block for each combination of the parameters 668 

t, s, D, and a. We then calculated the empirical cumulative distribution functions (CDF) of the 669 

RTs for all trials, and the VDs only for the difficult trials, i.e., when the DbS is 0.01. The 670 

distribution of simulated RTs was then compared with the distributions of experimental RTs 671 

by means of the Kolmogorov-Smirnov distance (KSD) between CDFs (73–76). Since both RTs 672 

and VDs strongly depend on all parameters, both were fit simultaneously. Namely, we consider 673 

the error metric 𝑀l = 𝐾𝑆𝐷 + 𝑐	|𝑉𝐷45) − 𝑉𝐷67*8|, with c being a constant set to 0.2 to balance 674 

the weight of the two metrics, and VDsim, VDreal being the VD from the simulated and real data, 675 

respectively. The parameters t, s, D, and a that minimize 𝑀l  are selected for the fit. Figure 9a 676 

depicts the CDF of the RT for the participants and for the best-fit model simulation.  677 

 678 

To summarize, in the first step of the fit, we focused on the neural dynamics layer fit all the 679 

free parameters of Eq.  3, i.e., t, s, D, and a, concerned with RT and VD. The following steps 680 

will consider the behavioral component of the data. 681 
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 682 

 683 

2.5.2 Initial Preferential Bias 684 

Each participant performing our current task might have an initial choice preference, i.e., a 685 

natural bias towards the larger (or smaller) stimulus. In our model this is captured by the 686 

parameter f0 in Eq. 4. In the absence of bias f0 equals 0.5. The greater the preference towards 687 

the bigger choice, the closer to 1 f0 will be. 688 

 689 

We set a vector of initial conditions 𝜙(𝐸 = 1, 𝑇!) = 𝜙.(𝑇!) for each trial within episode (TE). 690 

To quantify f0, we selected the first 3 episodes for each participant, and calculated the 691 

frequency f with which the larger stimulus was selected. The parameter f0 works as an initial 692 

condition for the intended decision process (see Eq. 2). In agreement with the attractor 693 

dynamics, if the initial condition coincides with one of the basins of attraction, the system will 694 

be locked in that state. To prevent this (since f0 should only be an initial bias), we rescaled the 695 

frequency of the selected choices f to make the value closer to 0.5, i.e., 𝜙. = (1 + 𝑓) 3⁄  (other 696 

rescaling factors could be used and would not change the results). Figure 9b shows the values 697 

obtained for f0 for each trial within episode TE. Note that we have selected one block from 698 

nH=2 for participant 2 and nH=1 for the others. 699 

 700 

2.5.3 Learning Rate and Decisional Uncertainty  701 

Finally, to fit the remaining parameters sy and k to each participant’s data, we ran the model 702 

using the previously established parameters (t, s, D, a, and f0) and fitted its resulting 703 

performance to that of each participant. For each set of sy and k, we ran 50 simulations and 704 

extracted the performance mean and standard deviation. To compare model and participant 705 

performances, we considered different metrics such as maximum likelihood, Bayesian (BIC) 706 

and Akaike information criterions (AIC) (74,76–79). While these are accurate methods to 707 

compare model performance, these metrics disregard the specific time dependency throughout 708 

each block, which is a key factor to characterize the learning process of the participant. In 709 

particular, the classical maximum likelihood would be strongly affected by those trials that 710 

have low performance due to errors given by fatigue or distraction. This would render this 711 

metric not suitable for our purpose. More complex methods have been recently developed to 712 

overcome this issue, such as in (80). Nevertheless, for our task we do not need such complex 713 

metrics, since our purpose is only to show that the model can fit the participants’ data and not 714 

to have a general statement on the best fit when comparing with other models. To this goal, we 715 

designed an ad-hoc metric consisting of two factors that determine the best fit of the learning 716 

process. The first is the initial condition, obtained by calculating the mean-square error of the 717 

performance between the model and the data during the first five episodes. By minimizing the 718 

mean-square error, we ensured that the learning process began under similar conditions for the 719 

model and for the participant. The second factor is the time required to learn the strategy. As 720 

already introduced in the Behavioral Results Section, we defined the time at which the strategy 721 

was learned as the moment after which the optimal strategy was employed in at least 9 out of 722 

the following 10 episodes, and 75% of the remaining episodes until the end of the block. To 723 

ensure that a low success rate was not due to errors caused by visual discrimination, we 724 

excluded the episodes with DbS 0.01 from this part of the fit. In summary, by combining the 725 

results for the initial conditions (I) and the learning time (L), we could extrapolate the best fit 726 

for σψ and k by minimizing the linear combination 𝐿 + 0.1 ∙ 𝐼. 727 

 728 

Figure 9c shows the participants’ performance (red marks) as well as the associated best-fit 729 

model performance (the blue line is the mean, and the colored area is the 95% confidence 730 
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interval). The top part of the plots depicts the learning time (tL) calculated for the participant 731 

(red mark) as well as for the best fit model simulations (blue error-bar). Table 1 shows the best-732 

fit parameter values per participant. 733 

 734 

All participants except one learned the strategy yielding maximum reward value. Specifically, 735 

participant 1 learned very fast (in 8 episodes). This was fitted by the model with the highest 736 

learning rate (k=2.6). Interestingly, even if participant 3 did not learn the correct strategy, the 737 

parameters obtained from the fitting process still reported a slow learning process (k=0.2). In 738 

addition to this, we noticed that a slightly higher learning rate was reported for participant 2, 739 

even if the strategy in this case was learned after 15 episodes only. The reason the learning 740 

rates for these two participants are similar, even though they reflect two distinct strategies, lays 741 

in the initial condition. Namely, participant 3 began the task with a stronger bias towards 742 

choosing the larger stimulus (𝜙.(𝑇!) = {0.67,0.67} against {0.56,0.67} for participant 2). 743 

Moreover, the noise amplitude for participant 3 is higher for both the neural dynamics 𝜎 and 744 

the decisional uncertainty 𝜎-. When combining high noise and disadvantageous initial 745 

conditions, a weak learning rate is not enough for the strategy to be learned in a block of 50 746 

episodes. 747 

 748 

Figure 9d shows the goodness of fit for the two main behavioral metrics we aimed to reproduce: 749 

the reaction time (RT), and the performance, in terms of initial performance (PFi) and learning 750 

time (tL). To measure the goodness of fit, while remaining consistent with our fitting procedure, 751 

we used the following measures. For RT we calculated the KSD, for PFi we evaluated the 752 

mean-square error, and for tL we took the difference between the participant’s data and the 753 

model’s mean divided by the total number of episodes. 754 

 755 

To summarize, we have first found the best fit for the RT and the VD by varying all the free 756 

parameters of Eq.  3, i.e., t, s, D, and a. Then, we calculated the subjective initial bias f0. 757 

Finally, employing these parameters, we found the best fit for the decisional uncertainty σψ, 758 

and the learning rate k. 759 

 760 

Finally, we show summary results for all 28 participants. To illustrate that the model is able to 761 

capture all participants’ behavioral results, Figure 10 shows the goodness of fit for the RT, 762 

initial performance PFi, and learning time tL for the entire set of 28 participants. For all three 763 

metrics, we show the scatter plot including each participant, the respective distribution, and the 764 

boxplot depicting the median and the 25th/75th percentile. For reference, we superposed 765 

colored markers on the results of the three sample participants shown in the previous figure. 766 

 767 

 768 

 769 

 770 
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 771 

Figure 10. Goodness of fit. For RT we calculated KSD, for PFi we evaluated the mean-square error, and for tL we took the 772 

difference between the participant’s data and the model’s mean divided by the total number of episodes. For all three metrics, 773 

we show the scatter plot of each single participant, the respective distribution, and the boxplot depicting the median and the 774 

25/75 percentile. For reference, we superposed (colored markers) the results for the three participants shown in the previous 775 

figure.  776 

 777 

 778 

P. GF (RT, PFi, tL) tL k sy t s D b f0 (TE) 

1 {0.93,0.95,1} 8 2.8 0.4 53 0.001 0.028 0.036 {0.67,0.56} 

2 {0.90,0.90,1} 15 0.5 0.2 74 0.001 0.022 0.030 {0.56,0.67} 

3 {0.94,0.95,1} - 0.4 0.4 95 0.006 0.028 0.024 {0.67,0.67} 
Table 1 – Parameter values obtained when fitting data from 1 block for each of the 3 participants. The parameters t, s, D, a, 779 

and b refer to Eq.  3; f0 and k belong to Eq.  4; sy is deployed in Eq.  2. The learning time (tL) and the goodness of fit (GF) 780 

are shown in the first 2 columns. 781 

 782 

To summarize, we performed an individual fit to each of the participant’s behavioral metrics. 783 

We first used the RT distribution and VD of each participant to fit the parameters in Eq.  3. 784 

Once these parameters were fixed, we moved on to calculate the initial bias, and ran simulations 785 

of the model. Finally, we compared the results of the simulations with the performance of the 786 

participants and found the best fit for the behavioral parameters, i.e., the learning rate and 787 

decisional uncertainty. 788 

 789 

3 DISCUSSION 790 

Here we provided a characterization of long-term consequence-based option assessment during 791 

decision-making, and a plausible theoretical account of its underlying neural processes. To this 792 

end, we designed an experimental task in which trials were grouped into episodes of one to 793 

three trials and choice influenced the reward value of stimuli in subsequent trials. The stimuli 794 

shown in trials within each episode were deliberately designed to promote inhibitory choices 795 

first and an incentive one in the last trial. To specifically characterize how a consequence-based 796 

assessment forms and influences decisions as a function of learning, we instructed each 797 

participant to explore his/her decisions to find the strategy yielding the most of cumulative 798 

reward value within episode in the absence of any explicit performance feedback. Our purpose 799 

was to promote the participant to develop his/her own subjective assessment of performance, 800 

based on relating the size of the stimuli in the trial next to the choice in the previous trial. 801 

Remarkably, most participants attained the optimal strategy. This demonstrates that they 802 

grasped the relationship between their decisions and the consequence, incorporating their 803 

predictions of future choice options to their internal assessment of performance, and biasing 804 

their policy consistently with a maximization of cumulative reward value. 805 

 806 



 

24 

 

Some similarities can be found when comparing our task with the farming on Mars task (53). 807 

In this task participants were asked to make repeated choices between two alternatives with the 808 

goal of maximizing the rewards they receive over the entire session. Each time a participant 809 

selects the more attractive alternative, the future utility of both options is lowered. Essentially, 810 

the farming on Mars task would be the equivalent of 1 episode of horizon 100 of our 811 

consequential task. We claim that our task is an extension of the farming on Mars task, and it 812 

is more appropriate when studying different aspects of consequence. First, having more 813 

repetitions, of shorter horizon, made the learning process different. Namely, limiting the 814 

horizon means reducing the time available to unravel the optimal strategy and it promotes the 815 

generalization to different horizon depths. Furthermore, using such a structure allows us to 816 

study the impact of consequence on the different trials within episodes TE, i.e., with or without 817 

consequence. For instance, the RT is faster for the last TE because there is no consequence. 818 

Moreover, our task is more flexible since the optimal policy, to maximize reward, can be easily 819 

changed (for example, big-small-big for nH 2) to study how participants would adapt to the 820 

change of strategy. In addition, by changing only one parameter value, our task can be modified 821 

such that the optimal policy becomes stochastic. Namely, by decreasing the gain/loss parameter 822 

G (see Materials and Methods - episode structure), the maximum cumulative reward could be 823 

attained by always choosing the bigger stimulus, when the difference between stimuli is large 824 

enough to compensate the loss G across trials. Finally, our task was designed to be performed 825 

by humans and, with only small changes, non-human primates. This opens a new set of possible 826 

analyses that can be done, such as studying the neural dynamics for different TE and horizon 827 

depths. 828 

 829 

In addition to the experimental analyses, we introduced a mathematical model encompassing 830 

the cognitive processes required for consequence-based decision-making in a joint framework. 831 

The model is organized in three layers. The bottom layer describes the average dynamics of 832 

two neural populations, representing each the preference for one option, competing against 833 

each other until their difference in activity crosses a threshold. The middle layer implements 834 

the participant’s preference for choosing the bigger or smaller stimulus at each specific trial 835 

(the so-called intended decision). The top layer describes the strategy learning process, which 836 

oversees the model’s performance, adapts by reinforcement to maximize the cumulative reward 837 

value, and drives the intended decision layer. This oversight mechanism, combined with the 838 

modulation of preference, accurately reproduces an internal process of consequence 839 

assessment and subsequent policy update. The model was validated by fitting its parameters to 840 

reproduce each participant’s behavioral data (reaction time distribution, visual discrimination, 841 

initial bias, and performance). The model predictions faithfully reproduced these metrics along 842 

with the learning time for each participant, regardless of their level of accuracy throughout the 843 

session. Importantly, this model also provides a plausible account of the neural processes 844 

required for option gauging as a function of their associated consequence in terms of reward, 845 

and of how these processes participate in decision-making. 846 

 847 

3.1 Rule-Based vs Far-Sighted Assessment of Consequence 848 

The optimal strategy to attain maximum cumulative reward value may be operationalized as a 849 

sequence of decision rules: choose small, then big in horizon 1 episodes; choose small, then 850 

small, then big, in horizon 2 episodes. Although we expected the participants’ choices to abide 851 

by these rules once the learning was complete and the optimal decision strategy established, 852 

the focus of this study is on how consequence-based assessment forms and influences the 853 

learning of decision-making strategies. Because of this, it was crucial to run a task design 854 

devoid of any explicit performance feedback, which could potentially inform the participant of 855 
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his/her performance throughout each episode and ultimately promote a rule-based strategy 856 

from the very beginning. 857 

 858 

For the same purpose, and to promote exploration, the participants were left in the uncertainty 859 

of neither having a clear criterion to decide upon nor the knowledge about which aspect of the 860 

stimuli to prioritize to obtain bigger reward values in the trial next and across the episode. Note 861 

that, in addition to the height of the bars (proportional to reward value), the stimuli at each trial 862 

were presented on the right and left of the screen, and were shown sequentially, randomly 863 

alternating their order of presentation across trials. Although meaningless from the perspective 864 

of gaining the most of reward value, both the position and order of presentation contributed to 865 

increase the uncertainty as to which dimension of the stimuli were relevant to attain the goal 866 

during the learning phase. In fact, under these conditions, the participants were left with a single 867 

element that could aid them build their internal criterion to assess performance: perceiving the 868 

relationship between their choice at a trial, and the stimuli being subsequently presented in the 869 

next. If noticed, over a few episodes, this piece of evidence could then be used to predict the 870 

consequence associated with choosing each option at each trial within episode. To this end, 871 

participants had to rely on their own subjective perception of performance, fed alone by their 872 

observations of the stimuli presented after each decision, and by their own internal assessment 873 

criterion, based on their skill at estimating the sum of water (reward value) throughout the trials 874 

of each episode. Importantly, learning the optimal strategy could only be achieved via 875 

exploration, either purposely or randomly, testing the pairing between the stimuli presented at 876 

each trial, the choice made, and, most importantly, the stimuli of the trial next. 877 

 878 

To summarize, the problem of having explicit performance feedback is that the learning of the 879 

optimal strategy could be reduced to testing rule-based sequences until the one that gives the 880 

optimal feedback is found. Although the optimal strategy consists of the same rule-based 881 

sequence, the crucial element of the task is that, to reach that stage, the participant must first 882 

forego a phase of exploration in which learning is driven by exploration and assessment of the 883 

reward-based consequence associated with each option. Until then, the learning depends on a 884 

computation of reward value encompassing the consideration of far-sighted effect of each 885 

decision within episode, on the grounds of an internal subjective assessment criterion that 886 

makes this learning possible, and the results hereby presented non-trivial. 887 

 888 

3.2 Building a Subjective Assessment Criterion 889 

The crucial element of the aforementioned process is that, in the absence of explicit 890 

performance feedback, learning depends on first building up an internal criterion of reward. 891 

This criterion necessarily depends on cognitive processes implementing an oversight 892 

mechanism of whether the correct decision criterion is being used, and whether the proper 893 

association between the choice and subsequent stimuli is being correctly perceived (81–84). 894 

Moreover, despite the participants being able to find the optimal strategy and diminishing the 895 

uncertainty of their behavior to reach the optimal strategy, the fact they never get an explicit 896 

external confirmation forces them to bear the doubt of whether their strategy is indeed the 897 

optimal one. The discussion of the theoretical formalization presented next suggests a minimal 898 

implementation for these mechanisms. This suggests a plausible strategy for this subjective 899 

mechanism to capture the relationship between stimuli and subsequent stimuli are established 900 

on a single trial basis, within the wider decision-making strategy of maximizing cumulative 901 

reward value. 902 

 903 
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3.3 Computational models of consequence  904 

The analyses described in the results section demonstrate that the consequential task is an 905 

appropriate framework to study how consequence-based option assessment forms and 906 

influences decision-making. In parallel, the model we developed has the goal of reaching a 907 

formal characterization of the cognitive processes underlying the operations necessary to 908 

perform this task. As for most value-based decision-making models (23,69,85–88), learning in 909 

our model is operationalized by a reinforcement comparison algorithm, scaled by the difference 910 

between predicted vs. obtained reward value (89,90), measured accordingly to the participant’s 911 

subjectively perceived scale. For simplicity, we assumed a fixed function across participants 912 

to quantify reward value (R(T) function in Eq. 4). Furthermore, to provide the necessary 913 

flexibility for the model to capture the full range of participants’ learning dynamics, the model 914 

included two free parameters, the learning rate and the decisional uncertainty, to be fit to each 915 

participant’s behavior. The result is a model that could faithfully reproduce the full range of 916 

behaviors of each participant: RT distribution, pattern of decision-making, and learning time. 917 

 918 

The structure of the model is organized in three layers. The lower layer (neural dynamics) 919 

reproduces the average activity of two neural populations competing for the selection, each 920 

representing one of the two stimuli to decide upon at each trial. The commitment for one of the 921 

two options is taken when the difference in firing rate between the two populations crosses a 922 

given threshold (23,55,85). A similar architecture, with small variations, has been used to 923 

model decision-making in a broad set of tasks (21,55,91,92) and can describe most types of 924 

single-trial, binary decision-making, including value-based and perceptual paradigms.   925 

Beyond the scope of this investigation, this model can also subserve working memory (21,93); 926 

a transient input can bring the system from the resting state to one of the two stimulus-selective 927 

persistent activity states, which can be internally maintained across a delay period. However, 928 

modelling consequence-based decision-making requires at least two additional mechanisms 929 

beyond binary population competition. The first is to surmise criteria to prioritize a specific 930 

policy for decision-making. The second is to create an internal mechanism of performance to 931 

evaluate these criteria, based on the difference between predicted and obtained reward value. 932 

Accordingly, the role of the middle layer (intended decision) is the implementation of those 933 

criteria, which in our case depends on the relative value of the stimuli and on the number of 934 

trial within episode. Finally, the top layer (strategy learning) implements the learning by 935 

reinforcement comparison (94) and temporal difference (89,95).  936 

 937 

We claim that the model is a minimal implementation of consequence-based decision-making 938 

within the context of our experimental task. Each part of the model is in fact essential to 939 

describe decision-making, inhibition, and learning. For the neural dynamics layer, the set of 940 

equations corresponds to most reduced version of a network of spiking neurons for binary 941 

decision-making (21); it makes use of only 2 populations of neurons and a minimal set of 942 

parameters. The middle layer consists of one equation (with only one free parameter) and 943 

makes use of the simplest possible shape for the description of two-attractor dynamical system 944 

with the addition of a noise component. Finally, the top layer follows the same type of 945 

implementation as a classical temporal difference algorithm, and only adds one free parameter 946 

to the model, i.e., the learning rate. Each of these three layers is indispensable for a biologically 947 

plausible theoretical formalization of consequence-based decision-making. Indeed, without the 948 

first layer we would not have a biologically plausible decision-making, without the middle 949 

layer we could not describe the change of policy, and without the top layer we would not have 950 

learning. 951 

 952 
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In the existing literature, there are models that describe learning processes during decision-953 

making. One of the most popular classes of such models is reinforcement learning (RL) (94). 954 

Among RL models, temporal difference algorithms, such as Q-learning, are often used to 955 

model behavior. To use these types of models, one must define the state-action space 956 

representing a particular context. For nH 1 of the consequential task, for example, one could 957 

define a 3x2 Q-table where the action space consists of choosing either the smaller or the larger 958 

stimulus and the state space represents TE 1, TE 2_low, and TE 2_high. From there, an epsilon-959 

greedy Q-learning algorithm could be used to learn the optimal strategy by continuously 960 

updating the estimated value associated with each state-action pair upon visiting them. The 961 

closest model to the one we built here is the RL drift diffusion model (96). This model can 962 

reproduce both RT and choices patterns. The advantage of our model is that it not only 963 

describes behavioral patterns of learning, but it is also biophysically plausible when describing 964 

RT. Moreover, since the neural dynamics of the mean-field approximation have been derived 965 

analytically from networks of spiking neurons (61), a direct link from neural data and this 966 

model could theoretically be achieved. 967 

 968 

The results and predictions depicted in the model descriptive section show that the dynamics 969 

of the three layers combined can accurately reproduce the behavior of each single participant, 970 

including those who did not attain the optimal strategy. The low number (4) of equations in the 971 

model, together with the low number (7) of free parameters, makes this model a simple, yet 972 

powerful tool able to reproduce a large variety of behavioral results. Moreover, unlike the basic 973 

reinforcement learning agents or models for evidence accumulation, our model is biologically 974 

plausible and therefore able to fit individual behavioral metrics, such as RT, initial bias, and 975 

visual discrimination. Note that, for the behavioral part of the model, the free parameters are 976 

only 3, i.e., learning rate, decisional uncertainty, and initial bias. The same number of free 977 

parameters is needed for classical reinforcement learning algorithms, e.g., Q-learning. 978 

 979 

The comprehensive formulation of the model makes it possible to explain and fit various 980 

scenarios. We have already mentioned the differences in learning speeds, and that the model 981 

could fit any of them, even when there is no learning. Another example is the difference in the 982 

order of execution of the blocks. Namely, most participants when they learned the optimal 983 

strategy in one horizon, they generalized the rule and applied it to the other horizon block, 984 

making the learning much faster (see Supplementary Materials). In our model, this is captured 985 

mainly by the initial bias, that is calculated for each block individually. As third example, 986 

potentially, a characteristic that our model could fit is the difference in RT between trials within 987 

episodes and horizons (see Figure 2f). In this manuscript, for simplicity, we decided to perform 988 

a single fit for the neural dynamics’ equations, finding one set of parameters per participants. 989 

To explain the differences between horizons and trials within episodes, the same fit should be 990 

done for each condition. Moreover, even if it is not the case of this specific task, the model is 991 

able to adapt in case of a sudden change of strategy. Nevertheless, if this would be the case, it 992 

would be advisable to adopt a more realistic adaptation mechanism. Namely, it seems 993 

reasonable to assume that, after learning, once a participant realizes that the optimal strategy 994 

used so far is not working anymore, he would reset his strategy instead of gradually change it. 995 

However, even though it is an interesting topic, this is work for future investigation. 996 

 997 

 998 

 999 
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4 Conclusion and Future Work 1000 

In this manuscript we have introduced a minimalistic formalism of the brain dynamics of 1001 

consequence-based decision-making and its associated learning process. We validated this 1002 

formalism with the behavioral data gathered from twenty-eight human participants, which the 1003 

model could accurately reproduce. By extension of the classic single-trial binary decision-1004 

making, we designed a mechanism of oversight based on the assessment of the effect of 1005 

previous decisions on subsequent stimuli, and a reinforcement rule to modify behavioral 1006 

preferences. As part of the same study, we also designed the consequential task, an 1007 

experimental framework in which gaining the most of reward value required learning to assess 1008 

the consequence associated with each option during the decision-making process. Both the 1009 

experimental results and the model predictions review consequence-based decision-making as 1010 

an extended version of value-based decision-making in which the computation of predicted 1011 

reward value may extend over several trials. The formalism introduces the necessary notions 1012 

of oversight of the current strategy and of adaptive reinforcement, as the minimal requirements 1013 

to learn consequence-based decision-making. 1014 

 1015 

Although our model has been designed and tested in the consequential task described here, we 1016 

argue that its generalization to similar paradigms in which optimal decisions require assessing 1017 

the consequence associated to the options presented, or sequences of multiple decisions, may 1018 

be relatively straightforward. Specifically, we envision three possible future extensions to 1019 

facilitate its generalization. First, the model could incorporate several preference criteria 1020 

simultaneously or combinations thereof to the intended decision layer: left vs. right or first vs. 1021 

second, instead of small vs. big, to be determined in a dynamical fashion. This could be 1022 

achieved with a multi-dimensional attractor model, with as many basins of attraction as the 1023 

number of preference criteria to be considered. 1024 

 1025 

The second future extension is the re-definition of the reward function R(T) according to the 1026 

subjective criterion of preference. Namely, a reward value can be perceived differently by 1027 

different participants, i.e., people operate optimally according to their own subjective 1028 

perception of the reward value. Because of this, a possible extension is to incorporate an 1029 

individual reward value function per participant (R(T) in Eq. 4). For simplicity, in this 1030 

manuscript we set R(T) to be fixed and to be the objective reward value function. In case a 1031 

participant did not perceive what was the optimal reward value, he/she performed sub-1032 

optimally according to objective reward function, and the model responded by allowing the 1033 

learning constant k to be zero. This holds since the optimal strategy was never reached, and the 1034 

fitting of the participant’s performance was correct. Nevertheless, it remains a standing work 1035 

of significant interest to investigate different subjective reward mechanisms and their 1036 

implementation in the model. 1037 

 1038 

Finally, the third future point to investigate is whether the learning rate is time dependent, i.e., 1039 

k(E). This would facilitate reproducing learning processes starting at different times throughout 1040 

the session. For example, it is possible that participants initiate the session having in mind a 1041 

possible (incorrect) strategy and they stick to it without looking for clues, and therefore without 1042 

learning the optimal policy. Nevertheless, after many trials they may change their mind and 1043 

begin to explore different strategies. In this case, the learning rate k(E) would be set to zero for 1044 

all the initial trials when indeed there is no learning.  1045 

 1046 

Again, we want to emphasize that even if this model is built for the consequential task, it 1047 

contains all the elements and processes to reproduce other tasks of sequential consequence-1048 

based decision-making. Note that the strategy learning mechanism is already general enough 1049 
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to adapt to tasks where the optimal policy is not fixed throughout the experiment. Indeed, if the 1050 

optimal policy would change suddenly at some point during the block, the learning mechanism 1051 

would be able to detect a change and adapt accordingly. Finally, we want to stress that our 1052 

model could be applied to other decision-making paradigms, such as a version of the 1053 

consequential random-dot task (97) or other multiple-option paradigms. 1054 

 1055 

 1056 

5 MATERIALS AND METHODS 1057 

 1058 

5.1 Participants 1059 

A total of 28 participants (15 males, 13 females; age range 18-30 years; all right hand dominant) 1060 

participated in the experimental task. All participants were neurologically healthy, had normal 1061 

or corrected to normal vision, were naive as to the purpose of the study, and gave informed 1062 

consent before participating. The study was approved by the local Clinical Research Ethics 1063 

Committee (CEIm Ref. #2021/9743/I) and was conducted in accordance with relevant 1064 

guidelines and regulations. Participants were paid a €10 show-up fee. 1065 

 1066 

5.2 Experimental Setup 1067 

Participants were situated in the laboratory room at the Facultat de Matemàtiques i Informàtica, 1068 

Universitat de Barcelona, where the task was performed. The participants were seated in a 1069 

chair, facing the experimental table, with their chest approximately 10cm from the table edge 1070 

and their right arm resting on its surface. The table defined the plane where reaching 1071 

movements were to be performed by sliding a light computer mouse (Logitech Inc). On the 1072 

table, approximately 60cm away from the participant’s sitting position, we placed a vertically-1073 

oriented, 24” Acer G245HQ computer screen (1920x1080). This monitor was connected to an 1074 

Intel i5 (3.20GHz, 64-bit OS, 8 GB RAM) portable computer that ran custom-made scripts, 1075 

programmed in MATLAB with the help of the MonkeyLogic toolbox, to control task flow 1076 

(NIMH MonkeyLogic, NIH, USA; https://monkeylogic.nimh.nih.gov). The screen was used to 1077 

show the stimuli at each trial and the position of the mouse in real time. 1078 

 1079 

As part of the experiment, the participants had to respond by performing overt movements with 1080 

their arm along the table plane while holding the computer mouse. Their movements were 1081 

recorded with a Mouse (Logitech, Inc), sampled at 1 kHz, which we used to track hand position. 1082 

Given that the monitor was placed upright on the table and movements were performed on the 1083 

table plane (horizontally, approximately from the center of the table to the left or right target 1084 

side), the plane of movement was perpendicular to that of the screen, where the stimuli and 1085 

finger trajectories were presented. Data analyses were performed with custom-built MATLAB 1086 

scripts (The Mathworks, Natick, MA), licensed to the Universitat de Barcelona. 1087 

 1088 

 1089 

5.3 Consequential Decision-Making Task 1090 

This section describes the consequential decision-making task, designed to assess the role of 1091 

consequence on decision-making while promoting prefrontal inhibitory control (98). Since 1092 

consequence depends on a predictive evaluation of future contexts, we designed a task in which 1093 

trials were grouped together into episodes (groups of one, two or three consecutive trials), 1094 

establishing the horizon of consequence for the decision-making problem within that block of 1095 

trials. 1096 

 1097 
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The number of trials per episode equals the horizon nH plus 1. In brief, within an episode, a 1098 

decision in the initial trial influences the stimuli to be shown in the next trial(s) in a specific 1099 

fashion, unbeknown to our participants. Although a reward value is gained by selecting one of 1100 

the stimuli presented in each trial, the goal is not to gain the largest amount as possible per trial, 1101 

but rather per episode. 1102 

 1103 

Each participant performed 100 episodes for each horizon nH = 0, 1, and 2. In the interest of 1104 

comparing results, we have generated a list of stimuli for each nH and used it for all participants. 1105 

To avoid fatigue and keep the participants focused, we divided the experiment into 6 blocks, 1106 

to be performed on the same day, each consisting of approximately 100 trials. More 1107 

specifically, there was 1 block of nH=0 with 100 trials, 2 blocks of nH=1 each with 100 trials, 1108 

and 3 blocks of nH=2 with two of them of 105 trials and one of 90. Finally, we have randomized 1109 

the order in which participants performed the horizons.   1110 

 1111 

Figure 1 shows the timeline of one horizon 1 episode (2 consecutive trials). The episode 1112 

consists of two dependent trials. At the beginning of the trial, the participant was required to 1113 

move the cursor onto a central target. After a fixation time (500 ms), the two target boxes were 1114 

shown one after the other (for 500 ms each) to the left and right of the screen, in a random 1115 

order. Targets were rectangles filled in blue by a percentage corresponding to the reward value 1116 

associated with each stimulus (analogous to water containers). Next, both targets were 1117 

presented together. This served as the GO signal for the participant to choose one of them 1118 

(within an interval of 4s). Participants had to report their choice by making a reaching 1119 

movement with the computer mouse from the central target to the target of their choice (right 1120 

or left container). If the participant did not make a choice within 4 s, the trial was marked as an 1121 

error trial. Once one of the targets had been reached for and the participant had held that 1122 

position (500ms), the selection was recorded, and a yellow dot appeared above the selected 1123 

target, indicating successful selection and reward value acquisition. In case of horizons larger 1124 

than 0, the second trial started following the same pattern, although with a set of stimuli that 1125 

depended on the previous decision (see next section). A progress bar at the bottom of the screen 1126 

indicates the current trial within the episode (for horizon 1, 50% during the first trial, 100% 1127 

during the second trial). 1128 

 1129 

At the beginning of the session, participants were given instructions on how to perform the 1130 

task. Specifically, using some sample trials, we demonstrated them how to select a stimulus by 1131 

moving the mouse. Step by step we showed that a target appears in the center of the screen 1132 

indicating the start of an episode. We told them that they had 4 seconds to move the cursor to 1133 

the central cross. After moving the cursor to the central cross, two bars appear, one after the 1134 

other, and once both appear together/simultaneously, they had 4 seconds to make their decision 1135 

by moving the cursor over one of the two bars. At that point a yellow dot appears over the bar 1136 

indicating their selection. After that, the central target appears again indicating the beginning 1137 

of a new trial. After explaining how to technically execute the task, we focused on explaining 1138 

the task goal. We showed them a schematic of the task, much like the one in Figure 1a 1139 

illustrating the structure of trials and episodes. We told them that the goal is to get as much 1140 

reward (water) as possible in each episode, and that for episodes with more than 1 trial each, 1141 

the choice in a trial may have an effect on what appears in the next trial in the same episode. 1142 

We encouraged them to explore in order to try to figure out what that effect might be, while 1143 

keeping in mind that their goal is always to maximize the total reward in each episode. Finally, 1144 

we told them that they will be presented with a series of episodes in a row, each episode is 1145 

independent, meaning that their decisions in one episode have no effect on subsequent ones. 1146 
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 1147 

5.4 Episode Structure 1148 

The participants were instructed to maximize the cumulative reward value throughout each 1149 

episode, namely the sum of water contained by the selected targets across the trials of the 1150 

episode. If trials within an episode were independent, the optimal choice would be to always 1151 

choose the largest stimulus. Since one of the major goals of our study was to investigate delayed 1152 

consequence assessment involving adaptive choices, we deliberately created dependent trial 1153 

contexts in which making incentive decisions (selecting the larger stimulus) would not 1154 

necessarily lead to the most cumulative reward value within episode. 1155 

 1156 

To promote inhibitory choices, the inter-trial relationship was designed such that selecting the 1157 

small (large) stimulus in a trial, yielded an increase (decrease) in the mean value of the options 1158 

presented in the next trial. As explained below, because of the parameters choice we made, 1159 

always choosing the larger stimulus did not maximize cumulative reward value for nH=1, 2. 1160 

 1161 

Trials were generated according to 3 parameters: horizon’s depth nH, perceptual discrimination 1162 

(in terms of difference d between the stimuli), and the gain/loss G in mean size of stimuli for 1163 

successive trials. The stimuli 𝑠9,, presented on the screen could take values ranging from 0 to 1164 

1. Trials were divided into five difficulty levels by setting the difference between stimuli (DbS) 1165 𝑑 ∈ {0.01,0.05,0.1,0.15,0.2}. 1166 

 1167 

For horizon nH=0, for each trial the stimuli 𝑠9,, are generated as to have mean M and difference 1168 

d between them, i.e., 𝑠9,, = 𝑀 ± 𝑑/2.  To have stimuli ranging from 0 to 1, the mean M is 1169 

randomly generated using a uniform distribution with bounds [𝑑)*+/2,1 − 𝑑)*+/2], where 1170 𝑑)*+ = 0.2 is the maximum DbS. In horizon nH=1, each episode consists of 2 dependent trials. 1171 

Specifically, the stimuli presented in the second trial depend on the selection reported in the 1172 

previous trial of that same episode. More specifically, the rule is such that if the choice of the 1173 

first trial is the smaller/larger stimulus, the mean of the pair of stimuli in the second trial will 1174 

be increased/decreased by a specific gain G. In practice, the first trial of an nH=1 episode is 1175 

generated in the same way as for horizon nH=0, i.e., the two stimuli equal 𝑠9,, = 𝑀 ± 𝑑/2. The 1176 

stimuli in the second trial within the same episode could be either 𝑠9,, = 𝑀 + 𝐺 ± 𝑑/2 or 1177 𝑠9,, = 𝑀 − 𝐺 ± 𝑑/2, depending on the previous decision. Note that the difficulty of the trial 1178 

remains constant within episode. A schematic for the trial structure is shown in Figure 1. Again, 1179 

to have stimuli ranging from 0 to 1, the mean M is randomly generated using a uniform 1180 

distribution with bounds [𝐺 + 𝑑)*+/2,1 − 𝐺 − 𝑑)*+/2]. In horizon nH=2, episodes consist of 1181 

three trials. The trial generation is structured as for horizon nH=1. Namely, the first trial has 1182 

stimuli 𝑠9,, = 𝑀 ± 𝑑/2, the second 𝑠9,, = 𝑀 ± 𝐺 ± 𝑑/2, and the third 𝑠9,, = 𝑀 ± 𝐺 ± 𝐺 ±1183 𝑑/2. To have stimuli ranging from 0 to 1, the mean M is randomly generated from a uniform 1184 

distribution with bounds [2𝐺 + 𝑑)*+/2,1 − 2𝐺 − 𝑑)*+/2]. We set the gain/loss parameter to 1185 

G=0.3 and G=0.19 for horizon nH=1 and nH = 2, respectively. Our choice was motivated by 1186 

the fact that G should be big enough to have a deterministic optimal strategy, i.e., always 1187 

choosing the smaller reward value apart from the last trial within episode. In other words, 1188 

choosing the bigger stimulus never compensates for the loss given by G. Moreover, G should 1189 

be big enough to let the participants perceive the gain/loss between trials, while simultaneously 1190 

allowing some variability for the randomly generated means M. 1191 

 1192 

 1193 
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5.5 Statistical analysis 1194 

We were interested in testing the relationship of the performance (PF) and the reaction time 1195 

(RT) with the horizon nH, trial within episode TE, and episode E. To obtain consistent results, 1196 

we adjusted these variables as follows. The trial within episode was reversed, from last to first, 1197 

because the optimal choice for the last TE (large) was the same regardless of the horizon 1198 

number. The variable representing the trial within episode counted backwards was denoted as 1199 𝑇"!. Furthermore, regarding the model for PF, to consider trials within episode independently, 1200 

we adapted the notion of PF (defined as a summary measure per episode) to an equivalent of 1201 

PF per trial, i.e., the percentage of optimal choices 𝑃"#. To be able to calculate such percentage, 1202 

we grouped the episodes in blocks of 10 and used their average. This new variable was called 1203 𝐸" . Regarding the model for RT, since we considered each episode separately, and not an 1204 

aggregate of 10 of them, we also checked the dependency with DbS (d). Finally, to assess the 1205 

difference between learning groups, we introduced the categorical variable L that identifies the 1206 

group of participants that learned the optimal strategy and the ones who did not according to 1207 

Figure 2a. We then used a linear mixed effects model (59,60) to predict PF and RT. The 1208 

independent variables for the fixed effects are horizon nH, trial within episode 𝑇"! (counted 1209 

backwards), and the passage of time expressed as groups of 10 episodes 𝐸"  each for PF, or for 1210 

RT the episode E and DbS d. We set the random effects for the intercept and the episodes 1211 

grouped by participant �̂�; we wrote the random effects as '𝐸"(�̂�). The resulting models are:  	1212 𝑃"#~𝐿 ⋅ 𝐸" + 𝐿 ⋅ 𝑛$ ⋅ 𝑇"! + '𝐸"(�̂�)	and 𝑅𝑇~𝐿 ⋅ 𝐸 + 𝐿 ⋅ 𝑑 + 𝐿 ⋅ 𝑛$ ⋅ 𝑇"! + (𝐸|�̂�). The RT, 𝑃"#, 𝐸", 1213 

E, and DbS were z-scored to run the analysis. The results of the statistical analysis are reported 1214 

in Table 2. The regression coefficients, with their respective group significance, are shown in 1215 

Figure 2e-f. 1216 

 1217 

 1218 

 𝑃"#~𝐿 ⋅ 𝐸" + 𝐿 ⋅ 𝑛$ ⋅ 𝑇"! + '𝐸"(�̂�) 𝑅𝑇~𝐿 ⋅ 𝐸 + 𝐿 ⋅ 𝑑 + 𝐿 ⋅ 𝑛$ ⋅ 𝑇"! + (𝐸|�̂�) 
F-stat. 139.7 205.9 

p-value 0 0 

  

Fixed 

effects 

Estimate SE tStat pVal Lower Upper Estimate SE tStat pVal Lower Upper 

Intercept 3.38 0.25     13.7 10-40 2.89 3.86 0.75 0.15  4.95 10-07 0.456 1.05 𝑇!  -3.07  0.19    -16.2   10-55 -3.45 -2.70 -0.58  0.08  -7.04  10-12 -0.75 -0.42 𝑛$  -1.23  0.13    -9.30 10-20 -1.49 -0.97 -0.48  0.06  -8.36  10-17 -0.60  -0.37 𝐸"  -0.03 0.04   -0.68 0.5 -0.11 0.05 - - - - - - 

E - - - - - - -0.05  0.04  -1.21  0.23 -0.13  0.03 

d - - - - - - -0.24 0.02  -15.78 10-55 -0.27  -0.21 

L1 -1.96 0.28 -7.02 10-12 -2.50 -1.41 -1.45  0.17 -8.42  10-17 -1.79 -1.11 𝑇!: 𝑛$ 0.99 0.10 9.88 10-22 0.80 1.20 0.36  0.04  8.21  10-16 0.28  0.45 𝑇!: 𝐿9 2.28 0.21 10.66 10-25 1.86 2.70 1.11  0.09  11.89 10-32 0.93  1.30 𝑛$: 𝐿9 0.78 0.15 5.22 10-07 0.49 1.07 0.62  0.07  9.48  10-21 0.49  0.75 𝐸": 𝐿9 0.20 0.047 4.29 10-05 0.11 0.30 - - - - - - 𝐸: 𝐿9 - - - - - - -0.02  0.04 -0.49  0.62 -0.11  0.07 𝑑: 𝐿9 - - - - - - -0.06  0.02  -3.42 10-3 -0.09  -0.02 𝑇!: 𝑛$: 𝐿9 -0.69 0.11 -6.11 10-09 -0.92 -0.47 -0.51 0.05  -10.31 10-25 -0.61  -0.42 

Table 2 – Linear mixed effects model for the percentage of optimal choices selected 𝑃!" and for the reaction time 𝑅𝑇. The 1219 

independent variables for the fixed effects are horizon nH, trial within episode 𝑇&$ (counted backwards), and the passage of 1220 

time expressed as groups of 10 episodes 𝐸} each for PF, or for RT the episode E and DbS d. We set the random effects for the 1221 

intercept and the episodes grouped by participant 𝑝}. 1222 
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The datasets generated during and analyzed during the current study are available in the eBrains 1224 

repository, https://search.kg.ebrains.eu/instances/ffda985e-9023-4d06-aa79-0ec7109ff55c. 1225 

 1226 

Code Availability 1227 

The codes generated during the current study are available in the eBrains repository 1228 

https://search.kg.ebrains.eu/instances/ffda985e-9023-4d06-aa79-0ec7109ff55c linked to the 1229 

GitHub repository https://github.com/gloriacec/Model_ConsequenceBasedDecisionMaking . 1230 

 1231 

Acknowledgments  1232 

This project has received funding from the European Union’s Horizon 2020 Framework 1233 

Programme for Research and Innovation under the Specific Grant Agreement N. 945539 1234 

COREDEM (Human Brain Project SGA3). 1235 

 1236 

Author contributions  1237 

Conceptualization GC, IC; data collection MDP GC; data curation GC; formal analysis GC; 1238 

funding acquisition SF, AD, RMB, IC; investigation GC, MDP, EB, MA, IC; methodology 1239 

GC, MDP, IC; software GC; supervision SF, AD, RMB, IC; validation GC; visualization GC; 1240 

writing original draft GC, IC; review & editing GC, MDP, EB, MA, SR, PP, SF, AD, RMB, 1241 

IC. 1242 

Competing interests  1243 

The authors have declared that no competing interests exist. 1244 

  1245 



 

34 

 

References 1246 

 1247 

1. Gold JI, Shadlen MN. The Neural Basis of Decision Making. 1248 

http://dx.doi.org/101146/annurev.neuro29051605113038 [Internet]. 2007 Jun 28 [cited 1249 

2022 May 24];30:535–74. Available from: 1250 

https://www.annualreviews.org/doi/abs/10.1146/annurev.neuro.29.051605.113038 1251 

2. Wang XJ. Decision making in recurrent neuronal circuits. Neuron [Internet]. 2008 Oct 1252 

23 [cited 2022 Feb 2];60(2):215–34. Available from: 1253 

https://pubmed.ncbi.nlm.nih.gov/18957215/ 1254 

3. Wallis JD, Kennerley SW. Contrasting reward signals in the orbitofrontal cortex and 1255 

anterior cingulate cortex. Ann N Y Acad Sci [Internet]. 2011 Dec 1 [cited 2022 Aug 1256 

13];1239(1):33–42. Available from: 1257 

https://onlinelibrary.wiley.com/doi/full/10.1111/j.1749-6632.2011.06277.x 1258 

4. Gluth S, Rieskamp J, Büchel C. Neural Evidence for Adaptive Strategy Selection in 1259 

Value-Based Decision-Making. Cerebral Cortex [Internet]. 2014 Aug 1 [cited 2022 1260 

Aug 13];24(8):2009–21. Available from: 1261 

https://academic.oup.com/cercor/article/24/8/2009/466902 1262 

5. Padoa-Schioppa C. Neurobiology of Economic Choice: A Good-Based Model. 1263 

http://dx.doi.org/101146/annurev-neuro-061010-113648 [Internet]. 2011 Jun 21 [cited 1264 

2022 Aug 13];34:333–59. Available from: 1265 

https://www.annualreviews.org/doi/abs/10.1146/annurev-neuro-061010-113648 1266 

6. Roitman JD, Shadlen MN. Response of Neurons in the Lateral Intraparietal Area 1267 

during a Combined Visual Discrimination Reaction Time Task. Journal of 1268 

Neuroscience [Internet]. 2002 Nov 1 [cited 2022 May 25];22(21):9475–89. Available 1269 

from: https://www.jneurosci.org/content/22/21/9475 1270 

7. Shadlen MN, Newsome WT. Motion perception: seeing and deciding. Proc Natl Acad 1271 

Sci U S A [Internet]. 1996 Jan 23 [cited 2022 May 25];93(2):628–33. Available from: 1272 

https://pubmed.ncbi.nlm.nih.gov/8570606/ 1273 

8. Shadlen MN, Newsome WT. Neural basis of a perceptual decision in the parietal 1274 

cortex (area LIP) of the rhesus monkey. J Neurophysiol [Internet]. 2001 [cited 2022 1275 

May 25];86(4):1916–36. Available from: https://pubmed.ncbi.nlm.nih.gov/11600651/ 1276 

9. Carroll TJ, McNamee D, Ingram JN, Wolpert DM. Rapid Visuomotor Responses 1277 

Reflect Value-Based Decisions. Journal of Neuroscience [Internet]. 2019 May 15 1278 

[cited 2022 Aug 13];39(20):3906–20. Available from: 1279 

https://www.jneurosci.org/content/39/20/3906 1280 

10. Pastor-Bernier A, Cisek P. Neural Correlates of Biased Competition in Premotor 1281 

Cortex. Journal of Neuroscience [Internet]. 2011 May 11 [cited 2022 Aug 1282 

13];31(19):7083–8. Available from: https://www.jneurosci.org/content/31/19/7083 1283 

11. Cai X, Padoa-Schioppa C. Neuronal evidence for good-based economic decisions 1284 

under variable action costs. Nature Communications 2019 10:1 [Internet]. 2019 Jan 23 1285 

[cited 2022 Dec 21];10(1):1–13. Available from: 1286 

https://www.nature.com/articles/s41467-018-08209-3 1287 

12. Wallis JD. Cross-species studies of orbitofrontal cortex and value-based decision-1288 

making. Nature Neuroscience 2011 15:1 [Internet]. 2011 Nov 20 [cited 2022 Dec 1289 

21];15(1):13–9. Available from: https://www.nature.com/articles/nn.2956 1290 

13. Siegel M, Warden MR, Miller EK. Phase-dependent neuronal coding of objects in 1291 

short-term memory. Proc Natl Acad Sci U S A. 2009 Dec 15;106(50):21341–6.  1292 

14. Kahneman D, Tversky A. Prospect theory: An analysis of decision under risk. 1293 

Econometria. 1979 Apr 27;47(2):263–92.  1294 



 

35 

 

15. Birnbaum MH. New paradoxes of risky decision making. Psychol Rev [Internet]. 2008 1295 

Apr [cited 2022 Dec 21];115(2):463–501. Available from: 1296 

https://pubmed.ncbi.nlm.nih.gov/18426300/ 1297 

16. Eichberger J, Pasichnichenko I. Decision-making with partial information. J Econ 1298 

Theory. 2021 Dec 1;198:105369.  1299 

17. Kurniawan IT, Guitart-Masip M, Dayan P, Dolan RJ. Effort and Valuation in the 1300 

Brain: The Effects of Anticipation and Execution. Journal of Neuroscience [Internet]. 1301 

2013 Apr 3 [cited 2022 Dec 21];33(14):6160–9. Available from: 1302 

https://www.jneurosci.org/content/33/14/6160 1303 

18. Skvortsova V, Palminteri S, Pessiglione M. Learning To Minimize Efforts versus 1304 

Maximizing Rewards: Computational Principles and Neural Correlates. Journal of 1305 

Neuroscience [Internet]. 2014 Nov 19 [cited 2022 Dec 21];34(47):15621–30. 1306 

Available from: https://www.jneurosci.org/content/34/47/15621 1307 

19. Apps MAJ, Grima LL, Manohar S, Husain M. The role of cognitive effort in 1308 

subjective reward devaluation and risky decision-making. Scientific Reports 2015 5:1 1309 

[Internet]. 2015 Nov 20 [cited 2022 Dec 21];5(1):1–11. Available from: 1310 

https://www.nature.com/articles/srep16880 1311 

20. Thura D, Cisek P. Modulation of Premotor and Primary Motor Cortical Activity during 1312 

Volitional Adjustments of Speed-Accuracy Trade-Offs. J Neurosci [Internet]. 2016 Jan 1313 

20 [cited 2022 Dec 21];36(3):938–56. Available from: 1314 

https://pubmed.ncbi.nlm.nih.gov/26791222/ 1315 

21. Wong KF, Wang XJ. A Recurrent Network Mechanism of Time Integration in 1316 

Perceptual Decisions. Journal of Neuroscience [Internet]. 2006 Jan 25 [cited 2022 Feb 1317 

1];26(4):1314–28. Available from: https://www.jneurosci.org/content/26/4/1314 1318 

22. Wong KF, Huk AC, Shadlen MN, Wang XJ. Neural circuit dynamics underlying 1319 

accumulation of time-varying evidence during perceptual decision making. Front 1320 

Comput Neurosci. 2007 Nov 2;1(NOV):6.  1321 

23. Brunel N, Wang XJ. Effects of Neuromodulation in a Cortical Network Model of 1322 

Object Working Memory Dominated by Recurrent Inhibition. Journal of 1323 

Computational Neuroscience 2001 11:1 [Internet]. 2001 [cited 2022 Feb 2];11(1):63–1324 

85. Available from: https://link.springer.com/article/10.1023/A:1011204814320 1325 

24. Drugowitsch J, Moreno-Bote RN, Churchland AK, Shadlen MN, Pouget A. The Cost 1326 

of Accumulating Evidence in Perceptual Decision Making. Journal of Neuroscience 1327 

[Internet]. 2012 Mar 14 [cited 2023 Feb 13];32(11):3612–28. Available from: 1328 

https://www.jneurosci.org/content/32/11/3612 1329 

25. Hyafil A, Moreno-Bote R. Breaking down hierarchies of decision-making in primates. 1330 

Gold JI, editor. Elife [Internet]. 2017 Jun;6:e16650. Available from: 1331 

https://doi.org/10.7554/eLife.16650 1332 

26. Trommershäuser J, Maloney LT, Landy MS. Decision making, movement planning 1333 

and statistical decision theory. Trends Cogn Sci [Internet]. 2008 Aug [cited 2022 Dec 1334 

21];12(8):291–7. Available from: https://pubmed.ncbi.nlm.nih.gov/18614390/ 1335 

27. Nagengast AJ, Braun DA, Wolpert DM. Risk sensitivity in a motor task with speed-1336 

accuracy trade-off. J Neurophysiol [Internet]. 2011 Jun [cited 2022 Dec 1337 

21];105(6):2668–74. Available from: https://pubmed.ncbi.nlm.nih.gov/21430284/ 1338 

28. O’Brien MK, Ahmed AA. Threat affects risk preferences in movement decision 1339 

making. Front Behav Neurosci. 2015 Jun 9;9(June):150.  1340 

29. Kirchler M, Andersson D, Bonn C, Johannesson M, Sørensen E, Stefan M, et al. The 1341 

effect of fast and slow decisions on risk taking. J Risk Uncertain [Internet]. 2017 Feb 1 1342 

[cited 2022 Dec 21];54(1):37–59. Available from: 1343 

https://pubmed.ncbi.nlm.nih.gov/28725117/ 1344 



 

36 

 

30. Schuck-Paim C, Kacelnik A. Choice processes in multialternative decision making. 1345 

Behavioral Ecology [Internet]. 2007 May 1 [cited 2022 Aug 13];18(3):541–50. 1346 

Available from: https://academic.oup.com/beheco/article/18/3/541/221587 1347 

31. Drugowitsch J, Wyart V, Devauchelle AD, Koechlin E. Computational Precision of 1348 

Mental Inference as Critical Source of Human Choice Suboptimality. Neuron 1349 

[Internet]. 2016 Dec 21 [cited 2022 Dec 21];92(6):1398–411. Available from: 1350 

https://pubmed.ncbi.nlm.nih.gov/27916454/ 1351 

32. Donner TH, Siegel M, Fries P, Engel AK. Buildup of choice-predictive activity in 1352 

human motor cortex during perceptual decision making. Curr Biol [Internet]. 2009 Sep 1353 

29 [cited 2022 Dec 21];19(18):1581–5. Available from: 1354 

https://pubmed.ncbi.nlm.nih.gov/19747828/ 1355 

33. Cisek P, Puskas GA, El-Murr S. Decisions in Changing Conditions: The Urgency-1356 

Gating Model. Journal of Neuroscience [Internet]. 2009 Sep 16 [cited 2022 Dec 1357 

21];29(37):11560–71. Available from: https://www.jneurosci.org/content/29/37/11560 1358 

34. Park SQ, Kahnt T, Rieskamp J, Heekeren HR. Neurobiology of Value Integration: 1359 

When Value Impacts Valuation. Journal of Neuroscience [Internet]. 1360 

2011;31(25):9307–14. Available from: https://www.jneurosci.org/content/31/25/9307 1361 

35. Cisek P, Kalaska JF. Neural correlates of reaching decisions in dorsal premotor cortex: 1362 

specification of multiple direction choices and final selection of action. Neuron 1363 

[Internet]. 2005 Mar 3 [cited 2022 Aug 13];45(5):801–14. Available from: 1364 

https://pubmed.ncbi.nlm.nih.gov/15748854/ 1365 

36. Klaes C, Westendorff S, Chakrabarti S, Gail A. Choosing goals, not rules: deciding 1366 

among rule-based action plans. Neuron [Internet]. 2011 May 12 [cited 2022 Dec 1367 

21];70(3):536–48. Available from: https://pubmed.ncbi.nlm.nih.gov/21555078/ 1368 

37. Goodwin SJ, Blackman RK, Sakellaridi S, Chafee M v. Executive Control Over 1369 

Cognition: Stronger and Earlier Rule-Based Modulation of Spatial Category Signals in 1370 

Prefrontal Cortex Relative to Parietal Cortex. Journal of Neuroscience [Internet]. 2012 1371 

Mar 7 [cited 2022 Dec 21];32(10):3499–515. Available from: 1372 

https://www.jneurosci.org/content/32/10/3499 1373 

38. Cavanagh SE, Towers JP, Wallis JD, Hunt LT, Kennerley SW. Reconciling persistent 1374 

and dynamic hypotheses of working memory coding in prefrontal cortex. Nature 1375 

Communications 2018 9:1 [Internet]. 2018 Aug 29 [cited 2022 Dec 21];9(1):1–16. 1376 

Available from: https://www.nature.com/articles/s41467-018-05873-3 1377 

39. Barbosa J, Stein H, Martinez RL, Galan-Gadea A, Li S, Dalmau J, et al. Interplay 1378 

between persistent activity and activity-silent dynamics in the prefrontal cortex 1379 

underlies serial biases in working memory. Nature Neuroscience 2020 23:8 [Internet]. 1380 

2020 Jun 22 [cited 2022 Dec 21];23(8):1016–24. Available from: 1381 

https://www.nature.com/articles/s41593-020-0644-4 1382 

40. Balasubramani PP, Hayden BY. Overlapping neural processes for stopping and 1383 

economic choice in orbitofrontal cortex. bioRxiv [Internet]. 2018 Apr 20 [cited 2022 1384 

Dec 21];304709. Available from: https://www.biorxiv.org/content/10.1101/304709v1 1385 

41. Zylberberg A, Lorteije JAM, Ouellette BG, De Zeeuw CI, Sigman M, Roelfsema P. 1386 

Serial, parallel and hierarchical decision making in primates. Gold JI, editor. Elife 1387 

[Internet]. 2017 Jun;6:e17331. Available from: https://doi.org/10.7554/eLife.17331 1388 

42. Lorteije JAM, Zylberberg A, Ouellette BG, De Zeeuw CI, Sigman M, Roelfsema PR. 1389 

The Formation of Hierarchical Decisions in the Visual Cortex. Neuron [Internet]. 2015 1390 

Sep 23;87(6):1344–56. Available from: https://doi.org/10.1016/j.neuron.2015.08.015 1391 

43. Zylberberg A. Decision prioritization and causal reasoning in decision hierarchies. 1392 

PLoS Comput Biol [Internet]. 2022 Jun;17(12):1–39. Available from: 1393 

https://doi.org/10.1371/journal.pcbi.1009688 1394 



 

37 

 

44. Hayden BY. Time discounting and time preference in animals: A critical review. 1395 

Psychon Bull Rev [Internet]. 2016 Feb 1 [cited 2023 Jan 2];23(1):39–53. Available 1396 

from: https://pubmed.ncbi.nlm.nih.gov/26063653/ 1397 

45. Alexander WH, Brown JW. Hyperbolically discounted temporal difference learning. 1398 

Neural Comput [Internet]. 2010 Jun [cited 2023 Jan 2];22(6):1511–27. Available from: 1399 

https://pubmed.ncbi.nlm.nih.gov/20100071/ 1400 

46. Kim S, Hwang J, Lee D. Prefrontal coding of temporally discounted values during 1401 

intertemporal choice. Neuron [Internet]. 2008 Jul 10 [cited 2023 Jan 2];59(1):161–72. 1402 

Available from: https://pubmed.ncbi.nlm.nih.gov/18614037/ 1403 

47. Hwang J, Kim S, Lee D. Temporal discounting and inter-temporal choice in rhesus 1404 

monkeys. Front Behav Neurosci [Internet]. 2009 Jun 11 [cited 2023 Jan 2];3(JUN). 1405 

Available from: https://pubmed.ncbi.nlm.nih.gov/19562091/ 1406 

48. Hayden BY, Platt ML. Temporal discounting predicts risk sensitivity in rhesus 1407 

macaques. Curr Biol [Internet]. 2007 Jan 9 [cited 2023 Jan 2];17(1):49–53. Available 1408 

from: https://pubmed.ncbi.nlm.nih.gov/17208186/ 1409 

49. Smallwood RD, Sondik EJ. The Optimal Control of Partially Observable Markov 1410 

Processes over a Finite Horizon. https://doi.org/101287/opre2151071 [Internet]. 1973 1411 

Oct 1 [cited 2023 Jun 26];21(5):1071–88. Available from: 1412 

https://pubsonline.informs.org/doi/abs/10.1287/opre.21.5.1071 1413 

50. Kaelbling LP, Littman ML, Cassandra AR. Planning and acting in partially observable 1414 

stochastic domains. Artif Intell. 1998 May 1;101(1–2):99–134.  1415 

51. Mischel W, Ebbesen EB, Raskoff Zeiss A. Cognitive and attentional mechanisms in 1416 

delay of gratification. J Pers Soc Psychol [Internet]. 1972 Feb [cited 2023 Jan 1417 

2];21(2):204–18. Available from: https://pubmed.ncbi.nlm.nih.gov/5010404/ 1418 

52. Kempermann G. Delayed gratification in the adult brain. Elife [Internet]. 2020 Jul 1 1419 

[cited 2023 Jan 2];9:1–3. Available from: https://pubmed.ncbi.nlm.nih.gov/32690134/ 1420 

53. Gureckis TM, Love BC. Short-term gains, long-term pains: How cues about state aid 1421 

learning in dynamic environments. Cognition [Internet]. 2009;113(3):293–313. 1422 

Available from: 1423 

https://www.sciencedirect.com/science/article/pii/S0010027709000869 1424 

54. Soltani A, Lee D, Wang XJ. Neural mechanism for stochastic behaviour during a 1425 

competitive game. Neural Networks [Internet]. 2006 [cited 2022 Feb 1];19:1075–90. 1426 

Available from: www.elsevier.com 1427 

55. Marcos E, Pani P, Brunamonti E, Deco G, Ferraina S, Verschure P. Neural variability 1428 

in premotor cortex is modulated by trial history and predicts behavioral performance. 1429 

Neuron [Internet]. 2013 Apr 24 [cited 2022 Feb 2];78(2):249–55. Available from: 1430 

http://www.cell.com/article/S0896627313001372/fulltext 1431 

56. Hertäg L, Durstewitz D, Brunel N. Analytical approximations of the firing rate of an 1432 

adaptive exponential integrate-and-fire neuron in the presence of synaptic noise. Front 1433 

Comput Neurosci. 2014 Sep 18;8:116.  1434 

57. Webb TJ, Rolls ET, Deco G, Feng J. Noise in Attractor Networks in the Brain 1435 

Produced by Graded Firing Rate Representations. PLoS One [Internet]. 2011 Sep 8 1436 

[cited 2022 May 25];6(9):e23630. Available from: 1437 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0023630 1438 

58. Wilson HR, Cowan JD. Excitatory and inhibitory interactions in localized populations 1439 

of model neurons. Biophys J [Internet]. 1972 [cited 2022 Feb 2];12(1):1–24. Available 1440 

from: https://pubmed.ncbi.nlm.nih.gov/4332108/ 1441 

59. Gałecki A, Burzykowski T. Linear Mixed-Effects Models Using R: A Step-by-Step 1442 

Approach [Internet]. Springer New York; 2013. (Springer Texts in Statistics). 1443 

Available from: https://books.google.es/books?id=rbk_AAAAQBAJ 1444 



 

38 

 

60. Verbeke G, Molenberghs G. Linear Mixed Models for Longitudinal Data [Internet]. 1445 

Springer New York; 2009. (Springer Series in Statistics). Available from: 1446 

https://books.google.es/books?id=jmPkX4VU7h0C 1447 

61. Wang XJ. Probabilistic Decision Making by Slow Reverberation in Cortical Circuits. 1448 

Neuron. 2002 Dec 5;36(5):955–68.  1449 

62. Thura D, Cabana JF, Feghaly A, Cisek P. Unified neural dynamics of decisions and 1450 

actions in the cerebral cortex and basal ganglia. bioRxiv [Internet]. 2020 Oct 29 [cited 1451 

2022 Feb 2];2020.10.22.350280. Available from: 1452 

https://www.biorxiv.org/content/10.1101/2020.10.22.350280v2 1453 

63. Moreno-Bote R, Rinzel J, Rubin N. Noise-induced alternations in an attractor network 1454 

model of perceptual bistability. J Neurophysiol [Internet]. 2007 Sep [cited 2022 Feb 1455 

2];98(3):1125–39. Available from: 1456 

https://journals.physiology.org/doi/abs/10.1152/jn.00116.2007 1457 

64. Leopold DA, Logothetis NK. Multistable phenomena: changing views in perception. 1458 

Trends Cogn Sci [Internet]. 1999 Jul 1 [cited 2022 May 25];3(7):254–64. Available 1459 

from: https://pubmed.ncbi.nlm.nih.gov/10377540/ 1460 

65. Rubin N. Binocular rivalry and perceptual multi-stability. Trends Neurosci. 2003 Jun 1461 

1;26(6):289–91.  1462 

66. Blake R. A Neural Theory of Binocular Rivalry. Psychol Rev [Internet]. 1989 [cited 1463 

2022 May 25];96(1):145–67. Available from: /record/1989-14663-001 1464 

67. Laing CR, Chow CC. A Spiking Neuron Model for Binocular Rivalry. Journal of 1465 

Computational Neuroscience 2002 12:1 [Internet]. 2002 [cited 2022 May 1466 

25];12(1):39–53. Available from: 1467 

https://link.springer.com/article/10.1023/A:1014942129705 1468 

68. Wilson HR. Computational evidence for a rivalry hierarchy in vision. Proc Natl Acad 1469 

Sci U S A [Internet]. 2003 Nov 25 [cited 2022 May 25];100(SUPPL. 2):14499–503. 1470 

Available from: www.pnas.orgcgidoi10.1073pnas.2333622100 1471 

69. Roxin A, Ledberg A. Neurobiological Models of Two-Choice Decision Making Can 1472 

Be Reduced to a One-Dimensional Nonlinear Diffusion Equation. PLoS Comput Biol 1473 

[Internet]. 2008 Mar [cited 2022 Feb 2];4(3):e1000046. Available from: 1474 

https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1000046 1475 

70. Salinas E. So many choices: what computational models reveal about decision-making 1476 

mechanisms. Neuron [Internet]. 2008 Dec 26 [cited 2022 Dec 21];60(6):946–9. 1477 

Available from: https://pubmed.ncbi.nlm.nih.gov/19109902/ 1478 

71. Kilpatrick ZP, Holmes WR, Eissa TL, Josić K. Optimal models of decision-making in 1479 

dynamic environments. Curr Opin Neurobiol. 2019 Oct 1;58:54–60.  1480 

72. Hernández A, Nácher V, Luna R, Zainos A, Lemus L, Alvarez M, et al. Decoding a 1481 

perceptual decision process across cortex. Neuron [Internet]. 2010 Apr [cited 2022 1482 

Dec 21];66(2):300–14. Available from: https://pubmed.ncbi.nlm.nih.gov/20435005/ 1483 

73. Quinn GP, Keough MJ. Experimental Design and Data Analysis for Biologists. 1484 

Experimental Design and Data Analysis for Biologists. 2002 Mar 21;  1485 

74. Stephens MA. EDF statistics for goodness of fit and some comparisons. J Am Stat 1486 

Assoc. 1974;69(347):730–7.  1487 

75. Marsaglia G, Tsang WW, Wang J. Evaluating Kolmogorov’s Distribution. J Stat Softw 1488 

[Internet]. 2003 Nov 10 [cited 2022 May 25];8:1–4. Available from: 1489 

https://www.jstatsoft.org/index.php/jss/article/view/v008i18 1490 

76. Smirnov N. Table for Estimating the Goodness of Fit of Empirical Distributions. 1491 

https://doi.org/101214/aoms/1177730256 [Internet]. 1948 Jun 1 [cited 2022 May 1492 

25];19(2):279–81. Available from: https://projecteuclid.org/journals/annals-of-1493 



 

39 

 

mathematical-statistics/volume-19/issue-2/Table-for-Estimating-the-Goodness-of-Fit-1494 

of-Empirical-Distributions/10.1214/aoms/1177730256.full 1495 

77. Huber-Carol C, Nikulin M, Nikulin MS, Chimitova E v. Chi-squared Goodness-of-fit 1496 

Tests for Censored Data. Chi-squared Goodness-of-fit Tests for Censored Data 1497 

[Internet]. 2017 Jun 30 [cited 2022 May 25]; Available from: 1498 

https://onlinelibrary.wiley.com/doi/book/10.1002/9781119427605 1499 

78. HUBER-CAROL C, BALAKRISHNAN N, NIKULIN MS, MESBAH M. Goodness-1500 

of-Fit Tests and Model Validity [Internet]. HUBER-CAROL C, BALAKRISHNAN N, 1501 

NIKULIN MS, MESBAH M, editors. Biometrics. Boston: Birkhäuser; 2002 [cited 1502 

2022 May 25]. Available from: https://onlinelibrary.wiley.com/doi/full/10.1111/1541-1503 

0420.t01-1-00026 1504 

79. Nikulin MS, Chimitova E v. Comparison of the Chi-squared Goodness-of-fit Test with 1505 

Other Tests. Chi-squared Goodness-of-fit Tests for Censored Data. 2017 Jun 30;71–1506 

86.  1507 

80. Boelts J, Lueckmann JM, Gao R, Macke JH. Flexible and efficient simulation-based 1508 

inference for models of decision-making. Wyart V, Behrens TE, Acerbi L, Daunizeau 1509 

J, editors. Elife [Internet]. 2022 Jul;11:e77220. Available from: 1510 

https://doi.org/10.7554/eLife.77220 1511 

81. Peters J, Büchel C. Neural representations of subjective reward value. Behavioural 1512 

brain research [Internet]. 2010 Dec [cited 2022 Dec 21];213(2):135–41. Available 1513 

from: https://pubmed.ncbi.nlm.nih.gov/20420859/ 1514 

82. Schultz W. Subjective neuronal coding of reward: temporal value discounting and risk. 1515 

Eur J Neurosci [Internet]. 2010 Jun [cited 2022 Dec 21];31(12):2124–35. Available 1516 

from: https://pubmed.ncbi.nlm.nih.gov/20497474/ 1517 

83. Zénon A, Duclos Y, Carron R, Witjas T, Baunez C, Régis J, et al. The human 1518 

subthalamic nucleus encodes the subjective value of reward and the cost of effort 1519 

during decision-making. Brain [Internet]. 2016 Jun 1 [cited 2022 Dec 21];139(Pt 1520 

6):1830–43. Available from: https://pubmed.ncbi.nlm.nih.gov/27190012/ 1521 

84. Galaro JK, Celnik P, Chib VS. Motor Cortex Excitability Reflects the Subjective 1522 

Value of Reward and Mediates Its Effects on Incentive-Motivated Performance. J 1523 

Neurosci [Internet]. 2019 Feb 13 [cited 2022 Dec 21];39(7):1236–48. Available from: 1524 

https://pubmed.ncbi.nlm.nih.gov/30552182/ 1525 

85. Amari SI. Natural Gradient Works Efficiently in Learning. Neural Comput [Internet]. 1526 

1998 Feb 15 [cited 2022 Aug 13];10(2):251–76. Available from: 1527 

https://direct.mit.edu/neco/article/10/2/251/6143/Natural-Gradient-Works-Efficiently-1528 

in-Learning 1529 

86. Krajbich I, Armel C, Rangel A. Visual fixations and the computation and comparison 1530 

of value in simple choice. Nature Neuroscience 2010 13:10 [Internet]. 2010 Sep 12 1531 

[cited 2022 Dec 21];13(10):1292–8. Available from: 1532 

https://www.nature.com/articles/nn.2635 1533 

87. Cos I, Khamassi M, Girard B. Modelling the learning of biomechanics and visual 1534 

planning for decision-making of motor actions. Journal of Physiology-Paris. 2013 Nov 1535 

1;107(5):399–408.  1536 

88. Shahar N, Hauser TU, Moutoussis M, Moran R, Keramati M, Consortium NSPN, et al. 1537 

Improving the reliability of model-based decision-making estimates in the two-stage 1538 

decision task with reaction-times and drift-diffusion modeling. PLoS Comput Biol 1539 

[Internet]. 2019 Feb 1 [cited 2022 Dec 21];15(2):e1006803. Available from: 1540 

https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1006803 1541 



 

40 

 

89. Sutton RS, Barto AG. Toward a modern theory of adaptive networks: Expectation and 1542 

prediction. Psychol Rev [Internet]. 1981 Mar [cited 2022 Dec 21];88(2):135–70. 1543 

Available from: /record/1981-20731-001 1544 

90. Dayan P. The Convergence of TD(λ) for General λ. Mach Learn [Internet]. 1992 [cited 1545 

2022 Dec 21];8(3):341–62. Available from: 1546 

https://link.springer.com/article/10.1023/A:1022632907294 1547 

91. Marcos E, Genovesio A. Determining Monkey Free Choice Long before the Choice Is 1548 

Made: The Principal Role of Prefrontal Neurons Involved in Both Decision and Motor 1549 

Processes. Front Neural Circuits [Internet]. 2016 Sep 22 [cited 2022 Dec 21];10(SEP). 1550 

Available from: /pmc/articles/PMC5031774/ 1551 

92. Lam NH, Borduqui T, Hallak J, Roque A, Anticevic A, Krystal JH, et al. Effects of 1552 

Altered Excitation-Inhibition Balance on Decision Making in a Cortical Circuit Model. 1553 

J Neurosci [Internet]. 2022 Feb 9 [cited 2022 Dec 21];42(6):1035–53. Available from: 1554 

https://pubmed.ncbi.nlm.nih.gov/34887320/ 1555 

93. Deco G, Rolls ET. Attention, short-term memory, and action selection: a unifying 1556 

theory. Prog Neurobiol [Internet]. 2005 [cited 2023 Jan 3];76(4):236–56. Available 1557 

from: https://pubmed.ncbi.nlm.nih.gov/16257103/ 1558 

94. Sutton RS, Barto AG. Reinforcement Learning [Internet]. Second. MIT Press; 2018 1559 

[cited 2022 Aug 13]. Available from: https://mitpress.mit.edu/9780262039246/ 1560 

95. Houk JC, Davis JL, Beiser DG. A Model of How the Basal Ganglia Generate and Use 1561 

Neural Signals That Predict Reinforcement. In: Models of Information Processing in 1562 

the Basal Ganglia. 1994. p. 249–70.  1563 

96. Pedersen ML, Frank MJ, Biele G. The drift diffusion model as the choice rule in 1564 

reinforcement learning. Psychon Bull Rev [Internet]. 2017 Dec 13 [cited 2023 May 1565 

22];24(4):1234–51. Available from: https://link.springer.com/article/10.3758/s13423-1566 

016-1199-y 1567 

97. Britten KH, Shadlen MN, Newsome WT, Movshon JA. Responses of neurons in 1568 

macaque MT to stochastic motion signals. Vis Neurosci [Internet]. 1993 [cited 2022 1569 

Dec 29];10(6):1157–69. Available from: 1570 

https://www.cambridge.org/core/journals/visual-neuroscience/article/abs/responses-of-1571 

neurons-in-macaque-mt-to-stochastic-motion-1572 

signals/C47F087B4BE2FBB6FDE7FC602BE42BDC 1573 

98. Wessel JR, Aron AR. On the Globality of Motor Suppression: Unexpected Events and 1574 

Their Influence on Behavior and Cognition. Neuron [Internet]. 2017 Jan 18 [cited 2023 1575 

Jan 3];93(2):259–80. Available from: https://pubmed.ncbi.nlm.nih.gov/28103476/ 1576 

  1577 

 1578 



Supplementary Files

This is a list of supplementary �les associated with this preprint. Click to download.

CecchiniEtAl2023suppMatSciRep.pdf

https://assets.researchsquare.com/files/rs-3241114/v1/52dc4804c58f3eb918a56ba2.pdf

