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Abstract
Homeostatic plasticity, the ability of neurons to maintain their averaged activity constant around a set
point value, is thought to account for the central hyperactivity after hearing loss. Here, we investigated
the putative role of GABAergic neurotransmission in this mechanism after a noise-induced hearing loss
larger than 50 dB in high frequencies in guinea pigs. The effect of GABAergic inhibition is linked to the
normal functioning of K+‒Cl- co-transporter isoform 2 (KCC2) which maintains a low intracellular
concentration of chloride. The expression of membrane KCC2 were investigated before after noise
trauma in the ventral and dorsal cochlear nucleus (VCN and DCN, respectively) and in the inferior
colliculus (IC). Moreover, the effect of gabazine (GBZ), a GABA antagonist, was also studied on the
neural activity in IC. We show that KCC2 is downregulated in VCN, DCN and IC 3 days after noise trauma,
and in DCN and IC 30 days after the trauma. As expected, GBZ application in the IC of control animals
resulted in an increase of spontaneous and stimulus-evoked activity. In the noise exposed animals, on
the other hand, GBZ application decreased the stimulus-evoked activity in IC neurons. The functional
implications of these central changes are discussed.

Introduction
It is well known that partial or complete sensory deafferentation is followed by dramatic central changes
throughout the sensory centers 1,2. In the auditory system, noise trauma is often used to produce partial
cochlear hearing loss in animals. The level of cochlear damages depends on the level and exposure
duration of the noise trauma 3. The effects of noise-induced hearing loss have been well documented at
many levels of the central auditory system (from the cochlear nucleus to auditory cortex), in several
animal species (rats, guinea pigs, gerbils, mice), and in both anesthetized and awake preparations. In
brief, noise-induced hearing loss is followed by systematic increase of stimulus-evoked and
spontaneous neural activity, both immediately and weeks after noise trauma 2,4–7.

These widespread central changes after sensory deafferentation have been interpreted as result of
homeostatic plasticity 8,9. Homeostatic plasticity regroups a set of adaptive mechanisms to preserve
mean neural activity around a set point value. Homeostatic plasticity may also play a role in maintaining
neural coding efficiency when the distribution of sensory inputs (mean and variance) is changing 7,10–13.
The repertoire of the molecular mechanisms participating to homeostatic plasticity is likely immense
8,14–19. Among these mechanisms, the inhibitory neurotransmission plays a central role in adjusting
neural activity in the central sensory systems due to partial deafferentation 4,20–22. A downregulation of
GABAergic and glycinergic inhibition throughout the auditory central nervous system has been reported
as an effect of aging, noise trauma or cochleoctomy 4,20,23,24. The inhibitory effect of GABA and glycine
depends on the low intra-cellular concentration of chloride ions (relative to the extra-cellular
compartment), that is maintained low by K+‒Cl- co-transporter isoform 2 (KCC2) located in the neuron’s
plasmatic membrane. To note, Na+-K+-Cl- co-transporter (NKCC1) is a membrane protein that transport
sodium, potassium and chloride into neurons. Importantly, KCC2 is downregulated during the early phase
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of development. This is the reverse for NKCC1: it is expressed during development but not in adulthood.
As a consequence, GABA has been found to be excitatory during development 25. Interestingly, in a
model of peripheral neuropathy induced by chronically constricting the sciatic nerve in adults rats, it has
been shown that KCC2 is down-regulated and that GABA induces excitatory synaptic current 26. These
studies suggest that the mechanisms of GABAergic homeostatic plasticity involve not only the secretion
of GABA or the GABA receptors, but also the KCC2, which eventually “decides” if GABA is inhibitory or
excitatory.

In auditory modality, very few studies have investigated the effects of sensory deafferentation on KCC2
and chloride homeostasis 27,28. After bilateral cochlear ablation, no change in the expression of KCC2
mRNA or protein in IC was reported 27. However, the results of this latter study suggest that profound
hearing loss leads to the disruption of chloride homeostasis. In a recent study carried out in our
laboratory, we assessed the effects of unilateral cochlear nerve transection on the KCC2 located in the
plasmatic membrane of neurons in the cochlear nucleus 28. We showed a strong downregulation of
KCC2 in the cochlear nucleus ipsilateral to the cochlear damage, at 3 and 30 days after the cochlear
nerve resection. This result is consistent with those obtained in other sensory systems 21,29.

The present study is aimed at investigating further the mechanisms of GABAergic homeostatic plasticity
after noise-induced hearing loss. The first goal of the study was to investigate if a partial hearing loss,
induced by noise trauma, can alter the expression of membrane KCC2 (and NKCC1) in the VCN, DCN and
IC. The second goal was to assess the effects of Gabazine, a GABA antagonist, on neural activity in IC. In
control animals, Gabazine is expected to increase the spontaneous and stimulus-evoked neural activity.
In exposed animals, on the other hand, if KCC2 is downregulated after noise-induced hearing loss,
Gabazine may have a reduced excitatory effect, or even an inhibitory effect.

Results
ABRs of all animals were tested to assess their hearing thresholds and the noise-induced hearing loss
(Figure 1). Consistent with our previous study 30, the noise-induced hearing loss at 3 days and 30 days
after the noise trauma resulted in more than 50 dB ABR threshold shift at high frequencies (8 kHz and
above). 

Immunochemistry: effects of noise-induced hearing on KCC2

Examples of entire slices showing KCC2-related fluorescence in control and exposed animals are shown
in Figure 2. 

Simple visual inspection of examples shown in Figure 2 suggests that KCC2 expression is dramatically
downregulated in the VCN, DCN and IC at 3 days post-trauma, and in the DCN and IC at 30 days post-
trauma. The averaged quantified immunofluorescence in the different groups is shown in Figure 3. The
analysis of variance indicated that there is a significant interaction between the time and the central
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region (F(4,1617)=76,16, p<0.001). The Tuckey test revealed that the immunofluorescence is reduced in
VCN, DCN and IC 3 days after the trauma compared to the control group (p<0.001). Between +3 days and
+30 days post-trauma, the immunofluorescence was unchanged in the DCN (p>0.05), but was enhanced
in the VCN and IC (p<0.01). Finally, between control and +30 days post-trauma, the immunofluorescence
was reduced in the DCN and IC, and enhanced in the VCN (p<0.001).

We also studied NKC1 expression in control and exposed animals. We observed no immunofluorescence
in any of the central nuclei studied (VCN, DCN and IC). On a few sections, however, it was possible to
visualize the cochlear nerve, and interestingly, we could observe that the cochlear nerve fluoresced with
the NKCC1 antibodies (supplementary figure 1). These results demonstrates that the antibodies used in
this study to reveal membrane NKCC1 were functioning properly and thus that NKCC1 is not expressed
in the central auditory system, at least VCN, DCN and IC, of adult guinea pigs.  

Electrophysiology: effects of GBZ on neural activity

While the immunochemistry study revealed that KCC2 was globally downregulated after noise trauma,
the functional effect of this downregulation on neural activity is unknown. To assess the effect of KCC2
downregulation on GABAergic inhibition, the neural activity in IC was investigated before and after the
application of a GABA antagonist Gabazine (GBZ). We expect GBZ to be excitatory in control animals,
whereas less excitatory or even inhibitory in exposed animals. The data presented in this section are
derived from 97 recordings performed in the control group (8 animals) and 85 recordings in the exposed
group (8 animals). 

First, to test for the stability of our recordings, neural data were collected during 45 min before GBZ
administration. Tuning curves, STRFs and spontaneous activity were obtained twice (supplementary
figure 2). We did not find any significant changes in evoked (TCs and STRFs) or spontaneous neural
activity neither in control nor in exposed animals (Wilcoxon rank-sum test, p > 0.05, supplementary figure
2). The recordings used as baseline data before GBZ administration were those from the recordings just
before GBZ application (“before 2” in supplementary figure 2). 

GBZ application affected neuronal activity in the control and sound exposed groups, but in opposite
directions. Examples of this effect on tuning curves are shown in Figure 4. The average tuning curves
before and after GBZ application in control and noise exposed groups are shown in figure 5 and 6,
respectively. For averaging, the tuning curves were all aligned according to their characteristic frequency
(CF) (frequency was then expressed as octave difference from CF). In control group, application of GBZ
induced two effects on tuning curves at all measured time points (Figures 4-5): 1) the spiking activity
was increased at many frequency-level tone pip combinations, and 2) some responses were “unmasked”
(new responses were evident at some frequency-level tone pip combinations). The application of GBZ in
the noise exposed group had the opposite effects (Figures 4 and 6): 1) the spiking activity was globally
reduced at many, if not all, frequency-level tone pip combinations, and 2) some responses were even
suppressed at some combinations. 
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The effect of GBZ was also studied on STRFs, which were obtained in response to multi-tone pip stimuli.
The main reason for using such stimuli was to test the effect of GBZ with more complex stimulus
paradigm compared to just isolated tone pips where a complex (more ecological) balance between
excitation and inhibition take place. 

Figures 7 and 8 show the averaged STRFs obtained from MUA in the control and exposed groups,
respectively. For averaging, STRFs were all aligned according to their BF (frequency is then expressed as
octave difference from BF). In the control group, GBZ application increased the evoked spiking activity at
all measured time points, mainly at around BF, but also at other frequencies (p < 0.05). In contrast to the
control group, spiking activity decreased after GBZ application in the noise exposed group, mainly
around BF (p < 0.05). 

Figure 9 shows the firing rate at BF as a function of sound level in the control and exposed animals
before and 15 min after GBZ application. 

The firing rate (expressed as sp/sec) was derived from the time window 10-50 msec post stimulus onset
(the number of spikes is divided by the number of repetitions and then multiplied by 25). The recordings
have been divided into two groups: multi-units (before GBZ application) with maximum firing rate at 70
dB were labelled as “monotonic”, or as “non-monotonic” otherwise. In the control group, the number of
monotonic (Figure 9B) and non-monotonic (Figure 9A) units were 55 and 42, respectively. In the exposed
group, the number of monotonic (Figure 9D) and non-monotonic (Figure 9C) units were 56 and 29,
respectively. The Fisher exact test revealed that the percentage of monotonic and non-monotonic units
were not significantly different between the control and exposed groups (p>0.05). A 3 factors (rate-level
function, time and sound level) linear mixed-effects analysis (see methods) was used to evaluate the
statistical changes caused by GBZ application in each group (control and exposed). In the control group,
the sound level factor was significant (F=59.16, p<0.001) as well as the two-way interaction between
rate-level function and time (F=4.239, p<0.05) and the tree-way interaction between all factors (F=10.288,
p<0.05). Post-hoc analysis revealed that GBZ had a significant effect at 70 dB in the non-monotonic
units. This result is consistent with earlier studies which have shown that GBZ changed non-monotonic
units into monotonic ones 31. In the exposed group, all factors taken individually were significant (sound
level: F=203.59, p<0.001, time: F=32.72, p<0.001, rate-level function: F=23.137, p<0.001). Moreover, the
two-way interaction between rate-level function and time (F=10.99, p<0.01) and the three-way interaction
between all factors were also significant (F=18.57, p<0.001). Post-hoc analysis revealed that GBZ had a
significant effect in non-monotonic units from 40 to 60 dB.

The effects of GBZ on the PSTH for TC and STRF are shown in Figure 10. The firing rate in PSTHs has
been derived at BF and 70 dB, and are expressed in spikes/sec (sp/sec) (the number of spikes in each
bin is divided by the number of repetitions and then multiplied by 1000). Changes in PSTH were
statistically tested at each time bin using a non-parametric cluster test (see Methods) and the significant
changes 15 min after GBX application compared to before are displayed as red shade area. For STRF-
controls, GBZ is associated to an increase of the peak response, but it does not change the general
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shape of PSTH. For TC-controls, GBZ increases the peak response and the response duration. For STRF-
exposed group, GBZ does not change significantly the PSTH. On the other hand, for TC-exposed group,
GBZ decreases the peak response and the duration of the response, which is the opposite pattern of that
observed in the controls. One notes that the averaged peak firing rate for TC-controls (~270 spikes/sec)
is similar to the peak firing rate for TC-exposed animals after GBZ application (~230 spikes/sec).
Interestingly, the averaged peak firing rate for TC-controls after GBZ application (~450 spikes/sec) is
similar to the peak firing rate for TC-exposed animals before GBZ application (~400 spikes/sec). 

*

A linear mixed-effects analysis was used to evaluate the statistical changes in MUA (see methods) after
GBZ application over time and group (Figure 11). The firing rate was derived from the 10-50 msec post
stimulus onset time window (at BF and 70 dB). For TC (Figure 11A), we found a significant effect of
group (F=26.83, p < 0.0001), time (F=27.57, p < 0.0001), and a significant two-way interaction between
group and time (F=17.44, p < 0.0001). Holm corrected post-hoc comparisons indicated that the firing rate
in controls was significantly increased at all measured time points after GBZ application compared to
before (p < 0.01). On the contrary, the firing rate was significantly decreased in exposed animals at all
time points after GBZ application compared to before (p < 0.01). For STRF (Figure 11B), a significant
effect of group was found (F=18.05, p < 0.001) as well as a significant two-way interaction between time
and group (F = 6.577, p = 0.037). Post-hoc comparisons showed that the changes in firing rate after GBZ
application compared to before was significant only at 15 minutes in both groups (control : p = 0.012;
exposed : p = 0.03).

Finally, we investigated the effect of GBZ on the SFR in the two groups using a linear mixed-effects
analysis (Figure 12). There was no significant effect of group (F = 1.13, p = 0.28), time (F = 0.38, p = 0.82)
or interaction between group and time (F = 2.05, p =0.35). Moreover, we wanted to investigate if any
changes in SFR could be correlated with changes in evoked pure tone activity (at BF and 70 dB).
Changes in SFR were not significantly correlated with changes in evoked activity in control (R2 =
0.000067, p = 0.951) and exposed (R2= 0.0004, p = 0.884) groups.

Discussion
The main goal of the study was to provide further insights into the mechanisms of GABAergic
homeostatic plasticity that may play a role in the well-documented neural hyperactivity in the auditory
centers after noise exposure-induced hearing loss. First, we investigated whether the expression of
KCC2 and NKCC1 in IC neurons, which are responsible for maintaining chloride homeostasis, is altered
after noise-induced hearing loss. We show that KCC2 is dramatically downregulated in the DCN, VCN and
IC 3 days after the noise trauma, and that the downregulation remains in DCN and IC at least until 30
days after the trauma. We did not find any expression of NKCC1 in these central regions in the control
and noise-exposed groups. Second, we tested the effects of noise trauma on the action of a GABA
antagonist (GBZ) on neuronal activity in IC. As expected, local administration of GBZ in the IC of controls
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increased the stimulus-evoked activity. On the other hand, local administration of GBZ in the IC of noise
exposed animals decreased the stimulus-evoked activity.

The IC receives prominent GABAergic inputs mostly from the contralateral IC and superior olivary
complex. The IC has also an extensive population of GABAergic neurons 32–35. A considerable amount of
evidence suggests that GABA mediates inhibition in the IC 36 and this plays an important role in

mediating stimulus-evoked non-monotonicity 31, tonic inhibition 37, shaping the frequency tuning in the IC
38 (Fuzessery & Hall, 1996) and neuronal gain 39.

It has long been assumed that central inhibition plays a strong role in the central hyperactivity that is
systematically associated with hearing loss, including aging and noise-induced hearing loss 4,22,24,40,41.
Many studies have been devoted to investigating the effects of hearing loss on GABAergic
neurotransmission in IC. In most studies, hearing loss is produced by noise trauma, but it can be induced
by other causes such as, among others, cochleoctomy, aging or mechanical lesion of the cochlea. In IC,
hearing loss has been found to result in a downregulation of GABA receptor (subunit alpha), glutamic
acid decarboxylase (enzyme catalysing the conversion of glutamate to GABA), gene expression
(including GABA receptor subunit alpha) and a decrease in the amplitude of evoked inhibitory synaptic
currents 23,24,27,40,42–44. In summary, most studies report that hearing loss is associated with a reduction
of GABAergic neurotransmission in IC, suggesting that this reduction plays a role in the central
hyperactivity that is triggered by hearing loss.

GBZ application in control animals is associated to a strong and expected increase in neural activity,
broadly consistent with earlier studies and the well-known excitatory effect of GABA antagonist in IC
31,45,46. The effect of GBZ in control animals depends on the characteristics of the rate-level function. For
the neurons with non-monotonic function, GBZ increases the slope of the function dramatically, making
the function monotonic. Hence, the difference between the averaged firing rate after and before GBZ
application is -20 spikes/sec at 40 dB and 80 spikes/sec at 70 dB. For monotonic neurons, GBZ
application simply shifts their rate-level function by about 20–30 spikes/sec at all tested levels. These
results suggest that GBZ has a multiplicative effect on non-monotonic neurons and an additive effect on
monotonic neurons. They corroborate earlier results showing that GABAergic inputs are intensity-
dependent in non-monotonic neurons, while they are intensity independent in monotonic neurons 31. In
the exposed group, on the other hand, the effect of GBZ is the exact opposite of that reported in controls.
First, GBZ is associated to a strong reduction of stimulus-evoked activity. Second, the slope of the firing
rate-level function is unchanged in non-monotonic neurons, while it is reduced in monotonic neurons. In
other words, the effect of GBZ is uniform (40–60 spikes/sec) for all levels in non-monotonic neurons,
while it is larger at 70 dB in monotonic neurons (40 spikes/sec). Overall, these results emphasize the
strong plasticity of the GABAergic inhibition on the rate-level function.

Importantly, the effect of GABA on membrane potential largely depends on the intracellular
concentration of chloride ions, which is itself regulated by KCC2 in adults 47. In adult (control) animals,
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KCC2 maintains a low intracellular chloride concentration (relative to the extracellular chloride
concentration) by extruding chloride ions from the neurons. Normal functioning of KCC2 in adult brains
leads to the equilibrium potential for Cl- at the level below (more hyperpolarized) the neuronal resting
membrane potential. As a consequence, the action of GABA is hyperpolarizing since GABA channel
opening allows chloride to enter the cell. This is possible providing the fact that the resting membrane
potential of neurons (in IC, the neuron’s resting membrane potential is around − 53 mV, Pedemonte et al.,
1997) is smaller than the equilibrium potential for chloride (~-65 mV). Interestingly, KCC2 has been
found to be downregulated in several sensory systems after lesion, including the auditory system after
unilateral cochlear nerve transection 25,26,28,29,49,50. Our results are consistent with those of latter studies
and extend them reporting that KCC2 can be downregulated after only partial hearing loss (affecting only
high frequencies). Our study suggests that KCC2 regulation is part of the immense repertoire of
mechanisms that play a role in the preservation of averaged neural activity roughly constant after
hearing loss. It would be interesting to further investigate the relationship between KCC2 downregulation
and hearing loss severity. It is conceivable that only modest effects on the cochlea, such as those limited
to the synapses between inner hair cells and low-spontaneous cochlear fibers (i.e. “hidden hearing loss”)
51, can also alter KCC2 function.

We observed that the KCC2 is downregulated up to 30 days after the noise trauma in the DCN and IC,
while it is restored and even slightly upregulated in the VCN. This result suggests that the spatio-
temporal sequence of KCC2 regulation after noise trauma can be complex. At this stage, it is unclear
why the regulation of KCC2 is opposite between VCN and, DCN and IC, at 30 days after trauma. This may
result from different inflammatory responses in these nuclei, since KCC2 downregulation depends on the
release of pro-inflammatory mediators (microglial-derived BDNF) 52,53. To note, the presence of
inflammation has been reported in cochlear nucleus after hearing loss 28,54,55. Alternatively, KCC2
regulation after noise trauma could reflect the post-translational consequences of kinase-mediated
phosphoregulatory mechanisms, which have been shown to play a role in the plasticity of the GABAergic
inhibition 21,56.

We did not address in the present study whether KCC2 was downregulated in all neurons, or specifically
in the GABA neurons or excitatory neurons. This result can have a strong impact on the global network
activity. Indeed, KCC2 downregulation limited to GABA neurons may have a strong inhibitory effect on
the global network activity, while it would be the opposite for KCC2 downregulation limited to excitatory
neurons. Moreover, the balance between the excitatory and inhibitory networks could be altered by
changes in the expression of glutamatergic, glycinergic or GABA receptors 4,20,40,57,58. Further studies
will be needed to address these questions. However, since our averaged data in the exposed group show
that GBZ application is strongly and significantly inhibitory, this suggests that the net and macroscopic
effect of GABA action on neural network activity is excitatory after noise trauma. On the other hand, the
net (microscopic) effect of GABA and GBZ on membrane potential in individual neurons, on the other
hand, is unclear. Any robust demonstration of this effect, i.e. inhibitory-to-excitatory GABA-polarity
switch, for example, would require intracellular characterization 52,59,60. It is interesting to note here that
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evoked inhibitory post-synaptic currents in IC have been found to be depolarized by 24 mV (from roughly
− 64 mV to 40 mV) after bilateral cochleoctomy 44. This value is very close to what has been reported in
the spinal cord after sciatic nerve injury (23.6 mV, from roughly − 73 mV to 49 mV) 26. In the latter study,
the downegulation of KCC2 co-transporters after the lesion has been linked to an inhibitory-to-excitatory
GABA-polarity switch.

Finally, while the effect of GBZ on stimulus-evoked activity is clear and strong, it is not statistically
significant on the SFR. This differential effect could result from the fact that phasic and tonic inhibitions
are not underpinned by the same mechanisms. Indeed, whereas phasic inhibition is mediated by
synaptic GABAA receptors, tonic inhibition is associated with extra-synaptic receptors and low

concentration of ambient GABA 61. Synaptic and extrasynaptic GABAA receptors differ in their subunit

compositions 62. Importantly, GBZ have a strong affinity for the synaptic GABAA receptors, but a low

affinity for the extrasynaptic GABAA receptors 63. Assuming that SFR is mediated by tonic inhibition, the
relative insensitivity of extrasynaptic GABAA receptors to GBZ could explain the small, if any, effect of

GBZ on SFR. It would be very interesting to study the effects of extrasynaptic GABAA receptor antagonist
64,65 on SFR in the control and exposed groups. Indeed, a putative reduction of SFR in the exposed group
by extrasynaptic GABAA receptor antagonist could have important clinical implications (see the next
paragraph).

It has been proposed that KCC2 downregulation after sensory lesion or nerve injury is adaptive. Indeed,
reverting locally the central nervous system to an immature state, where KCC2 is downregulated and
GABA excitatory 25, may allow the central nervous system to adapt and reorganize (unmasking inputs,

sprouting) to the sensory lesion or trauma 66. However, this potential adaptive mechanism may come at
a price: downregulation of KCC2 may also play a role in several pathophysiological conditions, such as
epilepsy, neuropathic pain, spasticity, and neuropsychiatric disorders (schizophrenia and autism
spectrum disorder) 21,26,53,56. The mechanisms causing neuropathic pain has been well documented and
is partially understood 67–69. Sciatic nerve injury is causing ATP-mediated microglia activation (after
activation of P2X receptor). As a result, the activated microglia can secret Brain-Derived Neurotrophic
Factor (BDNF), which then binds to the TrkB receptor. Ultimately, this sequence results in a
downregulation of KCC2, an accumulation of chloride ion into the cells and a change in the polarity of
GABA action on membrane potential from inhibitory to excitatory 26,52. Interestingly, blocking BDNF
release from microglia prevents the effects of nerve injury on the anion reversal potential and pain
(measured behaviorally in rats). These results are of considerable importance in the perspective of
developing clinical therapies to manage neuropathic pain, and potentially other diseases related to
neuronal hyperactivity after sensory lesion 21. Moreover, the downregulation of KCC2 implies that the
pathophysiological conditions related to neuronal hyperactivity cannot be treated simply by enhancing
the GABAergic neurotransmission (GABA, glutamic acid decarboxylase, GABA receptors etc.). On the
other hand, therapeutic approaches that can restore low intracellular chloride concentration may improve
clinical symptoms such as neuropathic pain 21,53. In this context, KCC2 is a target of choice for treatment
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and is preferable over GABA agonist, such as benzodiazepines, because it is directly and uniquely
responsible for intracellular chloride concentration 59.

It is tempting to speculate that GABA is less inhibitory in the IC after moderately severe hearing loss due
to KCC2 downregulation. The reduced inhibition in the auditory centers may have strong functional
consequences for the processing of all aspects of acoustic signals, including temporal and spectral
processing and spatial hearing 2. However, there remains the possibility that GABA is still inhibitory in
other nuclei of the central auditory system, and in particular in the VCN, where KCC2 expression is
restored (and even enhanced) 30 days after the noise trauma.

Our results may also contribute to further understand the putative mechanisms of tinnitus and/or
hyperacusis. In the auditory system, the neural hyperactivity triggered after noise trauma has been
suggested to be the neural corelates of tinnitus and hyperacusis 18,70–73. The present study suggests
that KCC2 downregulation plays a strong role in the noise-induced neural hyperactivity, at least when
hearing loss is severe enough. The hearing loss produced by the trauma (115 dB, 4h) is minimal below 4
kHz and larger than 60 dB above 8 kHz. This hearing loss is moderately severe and is relatively frequent
in human subjects 74. For future studies, it would be interesting to investigate more closely the
relationship between the severity of hearing loss and the KCC2 downregulation. Our results provide a
potential explanation for the paradoxical effects of benzodiazepines on tinnitus 75. Moreover, they also
provide insights into the paradoxical effects of diuretic drugs (furosemide and bumetanide), which may
trigger or reduce tinnitus 72,76. Indeed, KCC2 (and other cation-chloride co-transporters) are well-known
to play a role in volume regulation of the cells 66. This interpretation is consistent with the fact that
angiotensin-converting enzyme inhibitor (involved in body water regulation) can elicit tinnitus as a side
effect 77. It has been shown that KCC2 is regulated by 5-hydroxytriptamine (5-HT) type 2A receptors to

serotonin 78. This regulatory mechanism may account, at least in part, for the link between the
serotoninergic system and tinnitus and/or hyperacusis 75,79. Finally, KCC2 downregulation and chloride
dysregulation offer new avenues of understanding the potential link between auditory symptoms
(tinnitus and/or hyperacusis) and neurological and psychiatric diseases such as autism spectrum
disorder 21,80. Indeed, it has been suggested that autism spectrum disorder may be associated to

chloride dysregulation 25. Since KCC2 seems to play a strong role in neural hyperactivity after hearing
loss, KCC2 enhancer may represent a promising pharmacotherapeutic target for treating tinnitus and/or
hyperacusis.

Methods
The care and use procedures for animals in this study were approved by the Animal Care Committee of
Bouches du Rhones, France.

Noise trauma
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To induce high frequency hearing loss, guinea pigs were exposed to noise trauma in a sound booth
room. Similar to previous study (Parameshwarappa et al. 2022), noise trauma stimulus consisted of a
continuous pure tone set at 8 kHz, presented at 115 dB SPL for 4 hours. Animals were housed inside a
single polycarbonate cage and covered with a stainless steel lid. Noise trauma was presented through a
speaker positioned on top of the cage so both ears were exposed to the trauma. The guinea pigs were
awake during the noise exposure.

Auditory brainstem responses

The hearing threshold and noise-induced hearing loss were assessed using auditory brainstem
responses (ABRs) under anesthesia (mixture of Ketamine − 46 mg/kg, and Domitor − 50 mg/kg) injected
intraperitoneally. ABRs were measured before (all animals) and at + 3 days (only in animals used for
immunochemistry) and at + 30 days (all exposed animals) after noise trauma. The ABR recordings were
collected using needle electrodes positioned under the skin at the skull vertex (active electrode), behind
left or right mastoid (reference electrode), and in the neck muscle (ground electrode). Signals were
amplified 104 times, filtered between 300 and 3,000 Hz (Grass ICP 511 amplifiers), digitally converted,
and averaged with a Micro1401 Plus system (Cambridge Electronic Devices, UK). Auditory stimuli were
tone pips (with 2 ms linear rise/fall time and no plateau) at octave frequencies from 2 to 32 kHz at a
repetition rate of 10 s-1 presented via an in-ear miniature earphone placed in one ear at a time. Tone pip
level was varied from 90 dB SPL to 0 dB SPL using 10-dB steps. For each ear, stimulus repetitions
incremented from 100 at 90 dB SPL to 1,000 at 0 dB SPL. ABRs were analyzed offline using a custom
written MATLAB program. The five ABR wave maxima corresponds to the different brainstem nuclei
along the auditory pathway starting from the auditory nerve (wave I) to the inferior colliculus (wave V).
The threshold was estimated as the lowest intensity of stimulation that yielded a repetitive waveform.
Noise-induced hearing loss was evaluated by subtracting the ABR threshold obtained before and after
the noise trauma.

Immunochemistry

Immunochemical labelling of KCC2 and NKCC1 was performed according to previously validated
protocols (Boulenguez et al. 2010; Tighilet et al. 2016). Twelve Hartley adult male guinea pigs (weighing
between 400 and 800 g) were divided into 3 groups (n = 4). The first of the 3 groups was not subject to
any noise trauma (control group). The other two groups were subjected to a 4-hour 115 dB white noise
trauma and sacrificed at 3 or 30 days post-trauma. Hearing loss was assessed by ABR before sacrifice in
all cases.

For sacrifice, guinea pigs were deeply anaesthetised (mixture of Ketamine − 46 mg/kg, and Domitor − 50
mg/kg) injected intraperitoneally, before being killed by perfusion with 0.9% NaCl followed by 0.1M
podium phosphate, 4% paraformaldehyde pH 7.4 (1 ml/kg weight in both cases). The brain was extracted
and preserved in perfusion solution for 24 hours followed by subsequent 24 hour baths in 0.1 M
phosphate buffer at pH 7.4 with 10, 20 and 30% (w/v) of D-saccharose, respectively. The organ was then
flash frozen in crushed dry ice and stored at -80°C.
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Guinea pig brains were mounted and sliced in the coronal plane in a cryostat (Leica) for
immunohistochemistry. The 30 µM sections containing the ventral cochlear nuclei (VCN), dorsal
cochlear nuclei (DCN), and the central inferior colliculus (IC) were mounted onto SuperFrost®Plus slides
(ThermoFisher Scientific). The location of the auditory brain structures was identified using guinea pig
stereotaxis atlases. The mounted slides were then stored at -80°C before use in immunochemistry.

Immunohistochemistry experiments were performed simultaneously on one animal from each
experimental condition, resulting in 4 sets for these experiments. Slides were thawed and blocked at
room temperature for 1 hour in 0.1 M PBS containing 5% BSA. Slides were then immunochemically
labelled by incubating at 4°C overnight in the same solution containing primary antibody. The next day
the slides were washed twice with 5ml of 0.1 M PBS and incubated overnight at 4°C with the appropriate
Alexa fluor conjugated secondary antibody diluted in 0.1 M PBS. Slides were washed twice with 5ml of
0.1 M PBS, stained with 4',6-Diamidino-2-Phenylindole, Dihydrochloride (DAPI) (Thermo Fisher Scientific)
and mounted with coverslips in Roti®-Mount FluorCare (Carlroth). Control experiments consisting in
omitting successively one of the primary antibodies were performed and resulted in the absence of
cross-reactivity. All slides were stores at 4°C before imaging. Imaging was performed using confocal
microscopy on a Zeiss LSM 710 META laser-scanning microscope equipped with a 20x lens and 2x
digital zoom. Each set was collected in approximately one month time with limited other users on the
machine.

A custom program written in Matlab (The Mathworks,Inc.) was developed to analyze fluorescence at the
plasma membrane of neurons. The background or non-specific immunofluorescence, was assessed by
calculating the average fluorescence in a visually selected area devoid of neurons or any other stained
structures. From this region, we then derived a threshold equal to the average immunofluorescence plus
three times the standard deviation. All data were then subtracted from this threshold value and only
positive values were conserved for further analysis. A region of interest was then drawn around the
neuronal plasma membrane of each cell body. The program calculated the average fluorescence within
the region of interest over data that were 20% above the maximum values. This thresholding insured that
all pixels taken for calculating the average was part of the plasma membrane and that the same criterion
was used for all slices in all conditions (otherwise, the averaged fluorescence can depend on how large
the region of interest was manually drawn around the plasma membrane). Also, to avoid any biases at
the stage of extracting the averaged fluorescence level in each condition, the experimenter in charge of
the analysis (A.K.) ignored the conditions corresponding to the slices.

Statistics

Putative differences for immunofluorescence between central regions (VCN, DCN and IC) and time
(control, + 3 and + 30 days after trauma) have been tested with an analysis of variance, i.e. interaction
between the central region and time. The Tuckey’s HSD (honestly significant difference) test was then
used to performed post-hoc comparisons between different times for each central region. Statistical
analysis has been done using R Stats Package (version 4.2.1).
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Electrophysiology

Animal Preparation

Sixteen guinea pigs weighing between 400 and 800 g were divided into two groups: the control group (n 
= 8) and the noise exposed group (n = 8). The project (APAFIS#20116-2019031117574974 v3, including
all experimental procedures), has been evaluated and approved by approved by the ethics committee
n°071 and by Le Ministère de L’Enseignement Supérieur de la Recherche et de l’Innovation. All methods
have been carried out in accordance with relevant guidelines and regulations. All methods are reported in
accordance with ARRIVE guidelines (https://arriveguidelines.org). Experiments in both groups were
performed under anaesthesia. Anaesthesia was induced with a mixture of Ketamine (46 mg/kg) and
Domitor (50 mg/kg) injected intraperitoneally. To maintain the effect of anaesthesia throughout the
experiment, a half dose of Ketamine and Domitor were administrated every hour. Surgery was performed
as described previously (Catz and Noreña 2013; Montejo and Noreña 2015; Parameshwarappa et al.
2022). Briefly, once the animals were anesthetized, an incision was made along the midline of the skull.
The tissue overlying the frontal lobe was cleaned with a scalpel blade to remove any remaining tissues
and fascia. Once cleaned, four small screws were fixed to the top of the skull and a large screw was fixed
in between the small screws with the help of dental cement. The purpose of fixing the large screw was to
provide a mechanically stable point of attachment to a metal head post. The tissue, skull, and dura
overlying the inferior colliculus (12 mm caudal from bregma and 2.5 mm lateral from lambda) were
removed over a 1 cm diameter, roughly. Throughout the entire experiment, the body temperature was
maintained at around 37ᵒ C with the thermostatically controlled heating blanket and rectal probe. After
the experiment, a lethal dose of T61 was administrated.

Acoustic Stimulation

Stimuli were generated in MATLAB and transferred to an RP2.1- based sound delivery system (Tucker
Davis Technologies) (Catz and Noreña 2013; Montejo and Noreña 2015). Acoustic stimuli were
presented in a sound booth room from a headphone (Sennheiser HD595) placed 10 cm in front of the ear
contralateral to the cortex where the recordings were carried out. The amplitude of each tone pip was
adjusted to the transfer function of the sound delivery system to present the desired level in decibel
sound pressure level (dB SPL).

The Tuning curve was determined using gamma tone pips (Montejo, 2015) with 49 tone pips covering 8
octaves (with 1/8 octave step), from 500 Hz to 32000 Hz, repeated 10 times. Tone pips were presented
at different levels, from 70 to 30 dB SPL, with 10 dB step. Spontaneous firing rate (SFR) was recorded for
180 seconds of silence.

Spectro-Temporal Receptive Fields (STRFs) were obtained from 180-s multitone pip stimuli presented at
70 dB SPL (Catz and Noreña 2013; Montejo and Noreña 2015; Noreña et al. 2008). Tone pips consisting
of 49 frequencies: 8 frequencies per octave covering 6 octaves between 500 Hz and 32 kHz were
presented randomly over time (independent Poisson process for each frequency with a rate of 2 Hz and
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a 50-ms dead time designed to prevent tones of the same frequency from overlapping in time). Tone
pips of different frequencies could overlap in time. The envelope of the tone pips is given by y(t)=〖(t/4)〗
^2 e^(-t/4) with t in milliseconds (the stimulus duration is 50 ms, and the maximum amplitude is reached
at 8 ms). The average rate of tone pip presentation was around 16 Hz/octave (considering the number of
tone frequencies present per octave, along with the average presentation rate of each). Finally, SFR was
recorded for 180 seconds of silence.

Electrophysiological recordings were all performed in the right central nucleus of inferior colliculus (IC)
using linear probes of 16 electrodes spaced by 100 µm (model: A1 × 16-10mm-100-177-CM16LP;
NeuroNexus Technologies, Ann Arbor, MI). The electrode probe was manually advanced perpendicularly
to the surface of the visual cortical up to a depth of 6 mm using a motorized micro-drive.
Electrophysiological signals were acquired with Tucker-Davis System 3 Pentusa (TDT, Alachua, FL). The
signals were then amplified 10,000 times with filter cut-off frequencies set at 2 Hz and 5 kHz. The
amplified signals were processed by a TDT-System 3 Medusa multichannel data acquisition system.
Multi-Unit Activity (MUA) was sampled at 24414.5 Hz and was extracted from the 300 Hz high pass
filtered signal.

As an initial step, to correctly localize the IC, a search procedure was used that consisted of recording
MU and LFP activity induced by clicks, noise bursts, and tone pips (from 500 Hz to 32000 Hz, 1/8 octave
step). The IC was localized based on the presence of robust, short-latency response to tones (10–14
ms).

Drug delivery

Based on several in-vivo studies, we used a 10 µM gabazine (GBZ) concentration since this
concentration does not trigger any epileptiform neuronal activity (Darbin et al. 2006; Gaucher et al. 2013;
Wang et al. 2009). A small quantity of the drug (0.1 ml) was delicately applied in the immediate vicinity
of the electrode using a syringe. The drug was allowed to diffuse along the electrode shaft for about 4
minutes. Then, the cortical surface overlying the electrode (primary visual cortex) was rinsed with saline
solution to remove any remaining residue of the drug. The visual inspection of neural activity did not
show any epileptic in the IC after GBZ application. Moreover, we could observe that neural responses
started to change 6 to 8 minutes after GBZ application. The effect of gabazine in both groups was
studied at three different time points after the drug application (15 minutes, 45 minutes, and 90
minutes). The stability of neural activity before GBZ application was assessed (supplementary Fig. 1).

Data Analysis
All data were analysed using custom-written MATLAB routines. MUA or “spike-events” were detected by
using an amplitude threshold on the high pass filtered data. The median was calculated on the negative
values of the filtered signal; the threshold was then set to six times the median (Quiroga, 2006).
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To generate tuning curves, the peak number of action potentials in the peri-stimulus time histogram
(PSTH, 1-ms bin) were calculated over the first 100 milliseconds after gamma-tone presentation. This
was calculated per stimulus intensity and were combined into an intensity-frequency rate profile. The
characteristic frequency was defined as the frequency that elicited a response at the lowest sound level.

The method for computing STRFs was similar to that used in previous studies (Catz and Noreña 2013;
Montejo and Noreña 2015). STRFs for MUA were determined by constructing PSTHs, with time bins of 1
ms for each tone pip frequency. That is, spikes falling in the averaging time window (starting at the
stimulus onset and lasting 100 ms) are counted. Because the average interstimulus interval in the
stimulus ensemble (~ 10 ms) is smaller than the averaging time window, a spike can be counted in the
PSTH of several pip frequencies. The frequency profiles were obtained by taking the average MUA
response within a time window of 10–25 ms after stimulus onset and over all the frequencies. For
averaging across all recordings, the frequency profiles were aligned according to their best frequency
(BF) and then averaged (frequency was then expressed as octave difference from BF). The BF was the
frequency at which the firing rate is maximum regardless of the level.

Statistics

Tuning curve and STRF

Statistically significant changes in intensity-frequency-rate profile and STRF in control and noise exposed
groups were tested using a non-parametric cluster analysis (Maris and Oostenveld 2007; Self et al.
2013). In the control and exposed animals, the t-scores (one sample t-tests) were calculated for the
difference in intensity-frequency-rate profile (After GBZ application - Before) for each frequency-intensity
pair, thus producing a 2-dimensional (2D) array of t-scores. For STRF, 2D t-maps was constructed for the
difference in STRF maps (After GBZ application - Before) for each time-frequency pair. The 2D t-maps
were then thresholded (all the non-significant values were set to zero). From the thresholded 2D array,
adjacent t-scores with the same sign were clustered and a cluster statistic based on the sum of the
absolute t-scores per cluster was calculated. To determine the significance of these clusters, the
bootstrap method was used (cluster α threshold p < .05, two-tailed α level = 0.05). The data were
randomly shuffled to generate random partitions. The intensity-frequency-rate profile (for STRF, time-
frequency maps) before and after GBZ application were mixed with sampling with replacement. This
procedure was repeated 1000 times to produce 1000 intensity-frequency- rate profiles. On each of those
intensity-frequency- rate profile differences, the same procedure was done as applied to the real data,
namely a t-score map was calculated, thresholded and a cluster analysis was performed. The maximum
of the summed cluster value was taken as the bootstrap statistics. Hence, a distribution of test statistics
was constructed. To evaluate significant clusters of the actual data, we compared the absolute t-value of
each cluster to the test statistic distribution derived from the random partitions. Any cluster with a t-
value above the 95th percentile of the shuffled distribution was considered significant. The same
procedure was repeated at all measured time points. The peri-stimulus time histograms were tested
statistically with the same method.
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PSTH
Similar to above, the statistical significance of PSTH differences between controls and chronic noise (or
before and after acute noise trauma) was also tested using a non-parametric cluster analysis. Briefly, the
cluster-based permutation test was conducted as follows: (1) the t-scores (one-sample t-tests) were
calculated for the difference in PSTH (After-Before) at each time point, thus producing a 1-dimensional
(1D) array of t-scores. Similarly, 1D array of t-scores (two-sample t-test) was also derived at each time
point in the chronic study. (2) The time points with t-scores larger than the threshold were clustered
based on temporal adjacency. The threshold was determined by the t-score corresponding to the p-value
of 0.05. (3) We repeated steps (1) and (2) on the data permuted for 1000 times if clusters were identified
in step (2). The cluster-level statistics were calculated by taking the maximum of the t-score within a
cluster. The p-value of each cluster was given by the distribution of statistics on the permuted data. (4)
We selected the temporal clusters with p-value ≤ 0.05 ≤ 0.05.

Stimulus-evoked activity and spontaneous activity (MUA and LFP)

A linear mixed model was used to evaluate the effects of noise trauma on stimulus-evoked activity and
SFR (lme4, R Core Team, 2018) (Bates et al. 2015). Fixed effects were group (control vs exposed), time
(before, 15 minutes, 45 minutes, and 90 minutes), sound level (40, 50, 60, 70 dB) and rate-level function
(monotonic vs. non-monotonic). We also tested for interactions between factors. The random effects
were intercepts for animals. Visual inspection of residual plots did not reveal any obvious deviations
from homoscedasticity or normality. P-values were obtained by likelihood ratio tests, i.e. running an
Anova on the fitted data obtained from the full model (with all factors) and the model without the factor
of interest. Post-hoc tests were done using Holm’s sequential Bonferroni correction.
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Figures

Figure 1

Averaged ABR threshold shift in all animals of the two studies (S1: immunohistochemical study, S2:
electrophysiological study).
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Figure 2

Examples of slices showing KCC2-related fluorescence in control (first column) and exposed animals
(second and third columns: +3d and +30d after noise trauma, respectively) in the VCN (first row), DCN
(second row) and IC (third row).
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Figure 3

Averaged KCC2-related fluorescence in control and exposed animals in VCN, DCN, and IC.
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Figure 4

Example tuning curves (TCs) obtained in two animals (first and second rows: control, third and fourth
rows: noise exposed) from two electrodes, before and at different time points after GBZ application. The
firing rate of stimulus-evoked responses is coded by a colour code (from blue to red, i.e. representing
from low to higher firing rate, see colour bar on the right).

Figure 5

Averaged tuning curves over all electrodes and animals in the control group before and after GBZ
application (A, first row) and its corresponding cluster statistics (B, second row).
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Figure 6

Averaged tuning curves over all electrodes and animals in noise exposed group before and after GBZ
application (A, first row) and its corresponding cluster statistics (B, second row).

Figure 7

Averaged STRFs over all electrodes and animals in the control group before and after GBZ application (A,
first row) and its corresponding cluster statistics (B, second row).
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Figure 8

Averaged STRFs over all electrodes and animals in the noise exposed group before and after GBZ
application (A, first row) and its corresponding cluster statistics (B, second row).
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Figure 9

Averaged stimulus-evoked MUA at BF before (black line) and after GBZ application (red line) in control
(first row) and noise-exposed (second row) groups. The recordings have been further categorized as
non-monotonic (left column) or monotonic (right column).
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Figure 10

Averaged peri-stimulus time histograms at BF before (black line) and after GBZ application (red line) in
control (first column) and noise-exposed (second column) groups for the two stimulus conditions (TC:
first row, and STRF: second row). Red shaded area indicates the time points where GBZ significantly
changes the FR.
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Figure 11

Averaged FR in the control (black line) and noise exposed (red line) groups as a function time for the two
stimulus conditions (A, TC, B: STRF).

Figure 12

A. Averaged SFR as a function time in control (black line) and noise-exposed (red line) groups. B.
Changes in the SFR as a function of the changes in the stimulus-evoked activity. There is not correlation
between the two variables (p>0.05).
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