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Abstract  

Considering the expansion of the Internet of Things (IoT) and the volume of data and user 
requests, Mobile Edge Computing (MEC) is considered a novel and efficient solution that puts 
decentralized servers at the network's edge. This has the effect of lowering bandwidth demand and 

transmission latency. Optimal edge server placement and allocation, as the first stage of MEC, can 
improve end-user service quality, edge computing system utility, and cost and energy 
consumption. The majority of previous edge server placement studies have employed only one 
objective or developed a fitness function by the weighted sum method for optimization. Usually, 
using a single optimization objective without considering other objectives cannot yield the desired 
results for a problem with a multi-objective design. On the other hand, assigning weights to 
objectives can lead to losing optimal points in non-convex problems and selecting improper 
weights. Therefore, in this paper, we propose a multi-objective solution for the positioning and 
allocation of edge servers for MEC services based on the NSGA-II algorithm. In this regard, we 
identify two workload variance and latency reduction objectives with extensive evaluations. The 

experimental evaluation of the results using real-world data reveals that solutions based on 
the NSGA-II yield superior convergence and diversity of Pareto front points compared to Multi-
Objective Particle Swarm Optimization (MOPSO), Multi-Objective Biogeography Based 
Optimization (MOBBO), and Adaptive Weighted Sum Method (AWSM). Additionally, it 
effectively mitigates workload variance on servers and exhibits an average latency reduction of 
8.79% in comparison to the adaptive weighted-sum approach, 9.19% in comparison to MOPSO, 
and 0.28% in comparison to MOBBO.  

 

Keywords: Multi-objective optimization, Edge server placement and allocation, Latency, 
Workload balance. 
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1. Introduction 

Due to the accelerating growth of the Internet of Things and fifth-generation (5G) mobile 

networks, along with the exponential production of big data, cloud computing is no longer 

sufficiently efficient enough as a solution for lower latency, greater influence, and high security 

[1, 2]. These requirements are forcing mobile operators to look for a decentralized solution to 

enhance the level of service quality for customers. Mobile Edge Computing (MEC) is a novel 

approach that involves the placement of decentralized computing and storage resources at the 

network's edge [3, 4]. This solution has been shown to effectively reduce latency in responding to 

user requests, as compared to the centralized cloud system [5, 6]. It reduces the traffic in the main 

network. MEC is a nascent paradigm that aims to enhance the responsiveness of user requests by 

deploying edge servers equipped with storage and computing capabilities on base stations within 

the network. This approach is designed to mitigate transmission latency and enhance real-time data 

analysis [7-11]. To reduce the latency caused by the considerable distance between the cloud 

computing center and end-users, in MEC networks, compute servers are installed on base stations 

at the network's edge [9, 12]. There are many challenges associated with implementing MEC 

networks. Many services and requests run on edge servers, such as the Internet of Things (IoT), 

virtual reality, and the Internet of Vehicles (IoV), which are sensitive to latency. They require 

intensive computation and the resources of edge servers, and they are very limited compared to 

large data centers [9, 13]. One of the first phases in implementing a mobile edge computing 

network is edge server placement that plays a vital role in mobile edge computing to enable low-

latency and high-throughput services by deploying edge servers at suitable geographical locations 

[14]. Given the budget constraints of MEC service providers, optimal server placement can be an 

appropriate solution to improve the quality of response to user requests with the lowest latency 

and cost [15]. The effectiveness of the MEC network may be improved by allocating computing 

and storage resources fairly to all users, which is achieved via the strategic deployment of edge 

servers. Improper placement is a well-known problem that can result in uneven distribution of 

workload across servers, causing some servers to be idle while other servers are heavily utilized 

[16, 17]. While strategic positioning of edge servers within the MEC network has many benefits, 

it also has challenges and constraints, such as deciding how many edge servers to deploy. This 

directly relates to cost, determining the location of a limited quantity of edge servers to be installed 
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at the location of a significant quantity of base stations, and assigning a lot of base stations to the 

servers after the servers have been deployed [18].  

In optimal edge server placement, important parameters should be considered. One of the most 

important parameters is reducing latency. Latency in responding to user requests can cause 

irreparable damage. In the IoV, for example, it can lead to accidents. Proportional use of a limited 

number of servers can reduce costs while ensuring high quality of service for users. The use of a 

large number of servers causes an increase in costs and a waste of energy due to the inactivity of 

the servers. Using a small number of servers causes a sharp decrease in the quality of service and 

sends more requests to the cloud computing server, resulting in an increase in latency [19]. Edge 

server deployment is an extensive problem. The process involves the identification of prospective 

locations among a vast array of base stations, followed by the deployment of edge servers in said 

locations. The extensive quantity of base stations results in a search space that exhibits a 

significantly elevated time complexity. Therefore, the task of identifying the most suitable location 

for servers is categorized as an NP-hard problem and can be addressed by utilizing metaheuristic 

optimization methodologies [20]. 

Another challenge in this optimization problem is to find a tradeoff between the objectives. 

Using a large number of edge servers to reduce latency results in a significant cost rise, higher 

energy consumption, and wasted hardware resources. Using a small number of edge servers does 

not guarantee a reduction in latency when responding to user requests. In the realm of cloud 

computing, servers that are not in use are powered down in order to mitigate energy wastage. 

However, in mobile edge computing, since space on base stations is limited and only one edge 

server can be deployed on each base station, shutting down one edge server results in a 

communication gap in the entire network. Therefore, a multi-objective optimization method should 

be used, which can show the tradeoff between the objectives [20, 21]. 

 Placing the edge servers on all base stations is deemed unfeasible in light of the exorbitant 

expenses involved. The server placement optimization problem aims to minimize costs while 

maximizing service quality for users, all while working within the constraints of a limited number 

of servers. [22]. Many studies have been carried out on the subject of user offloading issues. 

However, there exists a limited quantity of research in the domain of server placement. Numerous 

investigations on this topic have examined the problem of optimizing server placement by looking 
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at one or two objectives independently, and these studies have ignored the tradeoff between the 

objectives [23]. 

In this paper, we reduce the latency in responding to user requests and balance the workload 

across a limited number of servers by defining an optimization model. To achieve this, we propose 

a strategy to optimally deploy edge servers and allocate base stations to those servers. In addition 

to defining the effective latency reduction and workload balancing objectives, the optimization 

effect of each objective was studied at the same time. We employed the Genetic Algorithm (GA) 

to investigate the effects of individual objectives on problem-solving efficacy. The tradeoff 

between these two objectives is investigated based on the NSGA-II algorithm. Examination of the 

results shows that this metaheuristic optimization algorithm has not only good convergence 

compared to the methods studied but also produces good diversity for the Pareto front points. The 

present study examines the edge servers allocation and placement problem, focusing on the 

viewpoints of both edge providers and end users. The subsequent paragraphs provide concise 

synopses of the principal contributions: 

1) A multi-objective algorithm that employs NSGA-II is proposed to tackle the issue of edge 

server allocation and placement. The algorithm was devised with the aim of optimizing 

two objectives that are both desirable but inherently contradictory. Each objective's 

optimization effect on the problem solution was investigated individually. 

2) A comprehensive comparison between our approach and Multi-Objective Particle Swarm 

Optimization (MOPSO), Multi-Objective Biogeography Based Optimization (MOBBO), 

and Adaptive Weighted Sum Method (AWSM) has been conducted, and results 

demonstrated by well-known metrics, Inverted Generational Distance (IGD), and 

Hypervolume (HV). 

3) In this study, we examined the impact of the tradeoff between objectives on problem 

resolution. Our findings indicate that our approach outperforms existing methods in terms 

of problem convergence and the diversity of Pareto front points. 

4) In this study, we conducted an analysis of real-world scenarios based on an authentic 

telecom dataset from Shanghai. Our objective was to address the issue of edge server 

placement and allocation in MEC, taking into consideration the perspectives of both edge 

providers and end users. 
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The remainder of the paper is structured as follows. Section 2 provides a short overview of 

relevant work. The system model is explained in Section 3. In Section 4, the simulation results are 

illustrated and analyzed and the results are assessed , and this work is concluded in Section 5. 

2. Related Work 

Research interest in MEC has increased significantly due to its optimistic outlook [24]. There 

is a significant amount of study on offloading in MEC in the literature. This issue could be broken 

down into a number of smaller issues, such as what to be offloaded, whether to offload, how the 

tasks should be offloaded, etc. But a few investigations have been performed on the issue of edge 

server placement recently [16, 20, 22, 25, 26]. The primary focus of most studies was on the extent 

of edge server coverage, which was assessed based on the number of mobile consumers or the 

coverage area. The objective was to optimize the placement advantages or minimize the associated 

costs and energy consumption. Edge server placement-related issues can be divided into two 

categories. First, attempting to position servers with the goal of maximizing the quality of 

experience for mobile users [27-29], and second, seeking to identify a set of placement sites with 

the goal of maximizing the performance of servers [30-32].  

Despite the recent focus on MEC research, the placement of edge servers has been covered in 

prior literature. The problem of edge placement is getting more and more attention [9]. 

Furthermore, once the number of base stations in a given area is established, we must first choose 

the ideal quantity and precise location for the servers, assign the base stations to the servers, and 

then tweak the placement scheme to achieve the ideal one while taking into account the access 

delay and workload balance of edge servers [15]. 

Recently, a few initiatives have been made to effectively deploy edge servers while adhering 

to various optimization objectives and financial constraints. In fact, it is not practical to deploy 

enough edge servers everywhere since edge computing service providers' budgets are constantly 

constrained. The research in [33] looked at ways to deploy edge servers efficiently and affordably 

by limiting the number of edge servers while maintaining some Quality of Service (QoS) 

standards. 

According to [34], the placement plan significantly affects the efficiency of edge resources. 

They offer a set of criteria to assess where edge servers should be located in the upcoming 5G 



6 

 

scenario. The goal of the study in [22] is to reduce the overall number of edge servers. To overcome 

this problem, they employ a greedy-based method and a simulated annealing-based strategy. In 

[19], the authors use information from social networks to position edge servers, relieving 

bandwidth demand and lowering access delay. The network robustness of the distributed MEC 

environment is taken into account in [35]. The authors suggest using integer programming to 

deploy edge servers and enhance user experience. An issue is formulated by [25] in order to 

decrease overall energy consumption. The matter of selecting an edge server is conceptualized by 

reference [17] through the utilization of metrics such as energy consumption and time latency. The 

edge server placement problem is investigated by  [36] and [20] in order to balance workload 

distribution and access latency. The coverage of edge servers inside the specific geographic area 

is maximized by  [35]. The authors do not, however, account for the placement expense. In order 

to achieve the lowest cost, the authors of [16] developed the problem of placing edge servers 

without taking the crucial QoS into account. The objective of reducing the quantity of edge servers 

has been formulated by the authors in reference [22]. 

In particular, The authors of [22] turned the cost-effective placement of edge servers into a 

problem in graph theory involving the minimal dominating set. The research conducted by [33] 

established the issue utilizing integer linear programming and employed a greedy algorithm to 

address it. The deployment expenses and the geographical expanse serviced by edge servers were 

taken into account in the study [37], and the placement solution was then determined using a 

dynamic programming approach and geometric image technique. The paper [25] presented an 

energy-aware placement of edge servers utilizing particle swarm optimization, whereas LESP [38] 

proposed a placement method based on load for peripheral servers and developed a placement 

strategy based on a tree. The authors of  [20] and [39] suggested a deployment strategy based on 

mixed integer programming for edge servers in order to balance their workloads and reduce access 

delay. In [40], the authors characterize the placement of edge servers as a location-allocation issue 

with the capacity to move servers closer to Wi-Fi access points.  

In [41], the authors suggested a latency-aware heuristic placement approach to effectively 

manage numerous applications within mobile edge networks. The SPAC [42] employed a local 

search algorithm to minimize the combined cost of opening edge servers and providing services. 

In work [43], it was suggested that the expansion of edge server deployment could be achieved by 

strategically determining the appropriate quantity of new edge servers and effectively 
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redistributing access points among both the pre-existing and newly added edge servers. The study 

conducted in reference [26] increased operational efficiency and decreased costs associated with 

edge provisioning through the identification of suitable and unanticipated edge locations. To define 

the fitness function and achieve the best server placement, the authors applied the two delay and 

efficiency objectives [44]. Using the Genetic Algorithm (GA), they have provided the optimal 

location for placing servers based on 'Telecom's data from Shanghai, China. Latency and energy 

consumption objectives are utilized to define a fitness function in [9], and the PSO algorithm is 

then used to optimize this fitness function. In another work, the authors have optimized the server 

placement problem using the Biogeography Based Optimization (BBO) algorithm. They defined a 

fitness function using the time delays and costs spent in implementing the system [15]. The 

workload balance and server deployment cost are used to define the fitness function [45]. By 

applying the gray wolf algorithm, time and work are saved. 

3. Proposed placement and allocation method for edge servers  

MEC is a three-layer network. The top layer is a central cloud computing system with 

powerful computing and storage resources. The middle layer, or edge layer, contains base stations 

that receive user requests, and the bottom layer is connected to user devices. In this study, we are 

focusing on the middle layer. We plan to deploy 𝑘 edge servers on 𝑚 base stations to implement 

the decentralized MEC system optimally. Each of these 𝑚 base stations can potentially host an 

edge server. Since the base stations have limited space for computing and storage resources, only 

one edge server can be installed on each base station. 

Many base stations are geographically dispersed throughout the major cities, and these base 

stations are served by each of the servers positioned at the network's edge. The connectivity 

between an edge server and a base station is singular, and user requests are transmitted to the 

corresponding server by means of these base stations.  

3.1. Dataset 

Through simulations using data from the actual world, we leverage Shanghai Telecom's base 

station locations and data request datasets. The dataset includes the users' access records as well 

as the geographic data of base stations, such as longitude and latitude. The datasets comprise 

approximately 7 million instances of calls and data requests that were transmitted via 3042 base 
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stations from 9481 edge devices [16, 31, 32] in order to make the suggested environment design 

feasible. The data contained in each call and data record is represented by a tuple of requests that 

have been transmitted by a device to a base station at distinct points in time. Due to its high 

population, the Shanghai dataset is a proper dataset to be used for implementing a mobile edge 

server placement solution. Figure 1 depicts the location of each base station in Shanghai, China. 

Each dot's color represents the number of incoming calls and data requests originating from edge 

devices. The red region represents a densely packed dispersion of base stations. 

  

Figure 1. Base station locations from the Shanghai Telecom dataset [9, 46, 47]. 

The visual representation of the locations of base stations holds significance in comprehending 

that a plausible resolution for the placement of mobile edge servers would entail their relocation 

to alternative base station sites.  

Theorem. The optimal edge server placement problem is NP-Hard. 

Proof. We illustrate the NP-hardness of the optimum edge server placement problem via a 

reduction from the set cover problem. The objective of the set cover problem is to determine 

a collection P that satisfies P K  and 
i

i P

Z S


= . The set cover problem aims to identify a 

collection P that satisfies a given universe set  1 2, ,...,
n

S S S S= , a collection of subsets 

 1 2, ,...,
n

Z Z Z of S , and a size constraint K . 

We create a one-to-one mapping that links each 
i

S  in S  to a base station 
i

b . Similarly, we 

create a one-to-one mapping that associates an edge server's coverage area with the subset 
j

Z  of 
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S . This coverage region only has one edge server and the edge server there will be given the 

relevant 
i

b  for every 
i

u  in 
j

Z . The total number of base stations B  is the collection size constraint 

K . We observe that a possible cover of the universe set S  is also a solution to the edge server 

placement problem. The optimal edge server placement problem is NP-hard because the set cover 

problem is NP-complete [48]. The placement of the ideal edge servers is an NP-hard problem. 

3.2. Problem formulation 

The connectivity between base stations and edge servers can be represented by an undirected 

graph. Suppose we represent this graph as ( , )G E N= , where ( , )N S B= , 1 2( , ,..., )
n

E E E E=  

shows the set of connections between each server and the corresponding base stations. 

1 2( , ,..., )
k

S S S S=  and 1 2( , ,..., )
n

B B B B=   represent the set of servers and the set of base stations, 

respectively. 

Each { | 1,2,..., 1,2,..., {0,1}}
i ij ij

E e i n j k e= = =   represents the connection of the base 

stations i  to the edge server j . If 1
ij

e = , it denotes that the connection between base station i and 

edge server j exists, while the absence of such a connection is implied otherwise. The 

representation of the deployment of individual edge servers on base stations can be denoted as 

{ | 1,2,..., 1,2,..., {0,1}}
ij ij

A a i n j k a= = =  , if 𝑎𝑖𝑗 = 1, it means that server j  is located on base 

station i . Table 1 presents a comprehensive list of all symbols. 
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Table 1. Definitions and notations. 

Notation Definition 

K  Edge servers, ( 1,2,...)K =  

N  Base stations, ( 1,2,...)N =  

j
s  Edge server j , ( 1,2,..., )j K=  

i
b  Base station i , ( 1,2,..., )i N=  

S  Edge servers, 1 2( , ,..., )
k

S s s s=  

B  Base stations, 1 2( , ,..., )
n

B b b b=  

ij
e  edge server j and base station i  connection, {0,1}

ij
e    

ij
a  Allocating edge server j on the base station i , {0,1}

ij
a   

i
W  The workload of the edge server i  

W  The average workload of edge servers 

( , )
i j

d b b  Euclidean distance between base stations 
i

b  and 
j

b  

 

3.2.1. Latency 

Latency is computed by factoring in the distance between the edge servers and the associated 

base stations. When a group of base stations is chosen for connection to an edge server, each of 

these base stations may be considered a potential candidate for an edge server deployment. 

Deploying the edge server on a base station with the minimum sum of distances to other base 

stations within the corresponding network segment would yield the minimum latency. In this 

paper, we will use this idea, and the server of each subnet will be placed on a base station that has 

the least distance and latency. Figure 2 shows an example of this server deployment on appropriate 

base stations.  
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(a)           (b) 

Figure 2. Edge server placement on allocated base stations. (a) Server placement without 

minimum distance, (b) Server Placement with minimum distance. 

In Figure 2(a), the idea of minimum distance is not considered, while in Figure 2(b), the 

minimum distance of each base station to related base stations is considered. As can be seen in the 

figures, Figure 2(b) provides a better distribution for the server. To minimize the latency in the 

whole MEC network, we use the Equation 1 as an objective. 

1 1

min( (min ( , )))
k n

i j

j i

L d b b
= =

=                                                          (1) 

The variable d  represents the Euclidean distance between two base stations. k  denotes the 

number of edge servers and n  represents the number of base stations. 

3.2.2. Workload Balance 

One of the most important objectives in optimizing the placement of edge servers is to balance 

the workload across the provisioned servers. If latency reduction is taken into account, but 

workload balancing is ignored, this may result in some servers remaining idle and other servers 

being heavily loaded. In this case, not only does the latency of responding to user requests increase, 

but the efficiency of the system decreases, causing higher power and cost consumption. When the 

workload is balanced, the quality of service for users increases. 

In previous studies, the total workload or the average workload on the servers was used as an 

objective, but in this paper, minimizing the variance of the workload was considered as an 

objective. As the objective value decreases, the workload disparity among servers decreases, 

resulting in an improved workload distribution. The Equation 2 illustrates this objective. 
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2

1

1
( ( ) )

1

N

i

i

WV W W
N =

= +
+                                                          (2) 

where the 𝑁 denotes the number of servers, 𝑊𝑖 refers to the workload of each individual server 

and 𝑊̅ represents the average workload of all servers. 

3.2.3. The statement of the problem 

Mobile edge computing involves the deployment of resources by edge providers at the 

periphery of the network, with the aim of providing services to end-users. Reducing latency is one 

of the most important objectives in the edge server placement problem, which should be considered 

when implementing MEC. On the other hand, balancing the workload of servers can not only 

increase the quality of services for users but also reduce costs and energy consumption. 

Consequently, the implementation of an optimization problem that satisfies two desirable yet 

incompatible objectives can offer a viable solution for the deployment of MEC. In consideration 

of the above description, the multi-objective problem of edge server placement can be summarized 

by the following equations. 

( , )Minimize F L WV=                                                  (3) 

Subject to: 

1

1 ( ) , {0,1}, ( , )
k

ij ij

j

x i B x i B j ES
=

=                                         (4) 

1

1 ( ) , {0,1},( , )
n

ji ji

i

y j S y i B j ES
=

=                                         (5) 

1 2{ ... }
n

B B B G=                                                           (6) 

1 2 ...
n

B B B =                                                             (7) 

max( ) 1
i

c i C                                                             (8) 

1

k

i

i

w W
=

                                                                      (9) 
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The objective function is represented by Equation 3, which needs to be subjected to some 

constraints. Constraint 4 states that an edge server can only be installed on one base station, and 

constraint 5 limits base stations to one server. According to the constraint In the Equation 6, edge 

servers are responsible for processing all network users' requests and according to constraint 7. 

There is no crossover between base stations and users in any two subnets. Based on the constraint 

8, the total number of users arriving at any given edge server is less than the maximum number of 

users that the edge server can support. According to constraint 9, the workload assigned to each 

edge server is within its capacity limit. 

3.3. Base station assignment encoding/decoding 

In solving this problem, a k n  matrix is defined, where the variable n  denotes the number of 

base stations and k  is the count of edge servers. If { 1 ,1 , {0,1}}
ij ij

P p i k j n p=       is the 

desired matrix. 1
ij

p =  signifies that the edge server i  is allocated to the base station j , and if 

0
ij

p = , it means that the base station j  is not assigned to the edge server i . Since each base 

station may be assigned to only one edge server, each column of this matrix will have only one 

entry with a value of 1, and the other entries will be zero. After the base stations of each edge 

server are determined, the latency objective calculation section assigns the edge server to the base 

station that incurs the lowest latency relative to the other connected base stations. Since 

metaheuristic methods based on NSGA-II were used to solve this optimization problem, and each 

solution is in the form of a 𝑘 × 𝑛 matrix, this matrix cannot be used as a chromosome. To apply 

the mutation and crossover operators, the desired matrix is first encoded into a linear vector of 

numerical values between  1 and 𝑘, and after applying the mutation and crossover operators, the 

new chromosomes are decoded into 𝑘 × 𝑛 matrices to calculate the objectives and select the 

optimal generation. In Algorithm 1, we demonstrated the algorithm of the proposed method, which 

is based on the NSGA-II. 
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ALGORITHM 1: NSGA-II BASED MOO FOR EDGE SERVER PLACEMENT AND ALLOCATION 

Input: Base Stations, Edge Servers, Population Size(N), Crossover Percentage(Pc), Mutation 

Percentage(Pm) 

Output: Pareto Front 

Initialization 

Pop Create N individuals randomly based on base stations and edge servers 

Evaluate each individual based on objectives 

Pop Sort Pop using the non-dominated sorting algorithm 

While not stop criteria do 

Crossover 

Popc Select Pc individuals using binary tournament selection 

Encode placement and allocation matrix and do crossover for each individual in 

Popc 

Decode placement and allocation matrix for each individual in Popc 

Evaluate Popc based on objectives 

Mutation 

PopmSelect Pm individuals using binary tournament selection 

Encode placement and allocation matrix and do mutation for each individual in 

Popm 

Decode placement and allocation matrix for each individual in Popm 

Evaluate Popm based on objectives 

Pop Union(Pop, Popc, Popm) 

Pop Sort Pop using the non-dominated sorting algorithm 

Pop Calculate crowding distance between Pop individuals 

Pop Sort Pop based on crowding distance 

F1 The first frontier members as Pareto frontier 

Pop The first N individuals of Pop 

Return F1 as Pareto Front 

4. Experiments Evaluations 

To demonstrate the efficiency of the NSGA-II, we evaluated both the latency and workload 

variance objectives. Initially, a comprehensive assessment was conducted on each of the objectives 

separately. Afterward, we conducted an examination to determine the necessity of addressing the 

issue through a multi-objective approach. The subsequent section outlines the aforementioned 

assessments and their corresponding outcomes. 
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4.1. Multi-Objective Evaluation 

In real optimization problems, optimizing one objective without considering other objectives 

may not lead to the expected results. Optimizing latency in the edge server placement problem 

without taking server load balancing into account may leave some servers idle and other servers 

overloaded. Uneven load balancing on servers eventually results in more requests being sent to the 

cloud server and higher latency. This degrades the quality of customer service and increases 

customer dissatisfaction. A more practical and appealing approach might be offered by multi-

objective optimization, in which all objectives are equally optimized. A significant portion of the 

articles we reviewed defined a fitness function by weighting objectives and then made an effort to 

optimize the defined fitness function using optimization algorithms. Since the fitness function is 

defined linearly in these methods, many solution points cannot be reached by these optimization 

methods. Another problem with these methods is that no special criterion is taken into account in 

the weighting of the objectives. 

This study implements a multi-objective optimization method based on NSGA-II. Based on 

the base stations assigned to the servers, latency objective optimization leads to a severely 

unbalanced distribution. On the other hand, because workload variance objective optimization 

ignores latency and attempts to equalize the load on the servers, it results in a very balanced 

distribution of base stations on the servers. This distribution is ideal but far from reality. Since the 

NSGA-II based algorithm takes into account the tradeoff between the objectives, it leads to a more 

acceptable solution than the other two methods. These results are depicted in Figure 3. The figure 

illustrates that the NSGA-II-Based method creates a middle ground between latency optimization 

and workload variance optimization that is closer to real-world realities. 
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Figure 3. Base station distribution between edge servers. 

As observed in the figure, during the optimization of the latency objective, certain servers are 

given fewer than five base stations. As a result, some servers remain idle while others are heavily 

loaded. The workload balance optimization entails a range of 10 to 20 base stations, and a very 

normal distribution is observed. This technique is also undesirable because it can result in long 

latency in responding to user queries and lowering QoS. In the tradeoff between the two objectives 

of latency and workload balance, it is clear that, in addition to minimizing latency, base station 

assignment to servers was done fairly. These investigations indicate that the problem of placing 

and allocating edge servers in the realm of MEC necessitates the implementation of multi-objective 

optimization techniques. 

The NSGA-II based algorithm was used in 5000 iterations for 100, 200, and 300 servers to 

evaluate the tradeoff between the objectives, and the Pareto front points were obtained, as shown 

in Figure 4. 
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Figure 4. Pareto fronts in a tradeoff between objectives with NSGA-II based algorithm for 100, 

200, and 300 edge servers. 

As depicted in the figure, the number of servers has an inverse relationship with latency, where 

an increase in the first results in a decrease in the second. The Pareto front points for 300, 200, and 

100 edge servers are represented by the black, red, and blue points, respectively. The convergence 

of the problem and the diversity of Pareto front points are depicted in Figure 4. 

4.2. Multi-objective Performance Comparisons 

In order to evaluate the effectiveness of the NSGA-II algorithm for the given problem, a 

comparison was conducted with other multi-objective algorithms. Running these algorithms on 

the same data reveals that the NSGA-II based algorithm is more efficient in terms of convergence 

and diversity of Pareto Front points. The establishment of parameters is determined through the 

analysis of multiple tests and the identification of optimal algorithmic performance. As such, the 

resulting parameters are as follows. 
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Table 2. Multi-objective algorithms parameter setting. 

Parameter Value Description 

Iter 5000 Number of Iterations 

nPop 350 Initial population size 

nRep 100 Number of repositories in MOPSO 

1  0.1 Inflation lower rate in MOPSO 


 

2 Leader selection pressure in MOPSO 


 2 Deletion selection pressure in MOPSO 

2  0.9 Inflation upper rate in MOPSO 


 linespace(1, 0, nPop) Emigration rate in BBO 

  1 −  
Immigration rate in BBO 

KRate 0.2 Keep the rate of habitats in BBO 

PC 0.8 Probability of Crossover 

PM 0.08 Probability of Mutation 

 

The results of the NSGA-II based algorithm, MOBBO, MOPSO, and AWSM algorithms with 

parameters according to the table are depicted in Figure 5. 

 

Figure 5. The results of NSGA-II based algorithm, MOPSO, MOBBO, and Adaptive-Weighted-

Sum-Method. 
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As shown in Figure 5, the algorithm based on NSGA-II exhibited superior performance in 

comparison to the other algorithms. In the NSGA-II based algorithm, the Pareto front points have 

lower values for both objectives. The diversity of Pareto points in the MOBBO algorithm is 

comparable to that of the NSGA-II based algorithm and better than the diversity of Pareto points 

in the other two algorithms. This demonstrates that the NSGA-II based and MOBBO algorithms 

outperform in exploration. The NSGA-II based algorithm has better Pareto point convergence than 

the other algorithms, implying that it performs better in exploitation. The MOPSO algorithm 

performed better than the AWSM algorithm in latency objective but not in terms of workload 

variance. The AWSM algorithm has lower diversity of Pareto front points and lower convergence 

than the other algorithms.  

4.3. Convergence and Diversity Evaluation 

In addition to comparative results, we also evaluate our performance with well-known metrics. 

We used two metrics, Inverted Generational Distance (IGD) and Hypervolume (HV), to assess the 

diversity and convergence of the algorithms. 

The IGD metric is used to evaluate the algorithm's convergence. If 1 2{ , ,..., }
r

y y y = is an 

approximation to the true Pareto front and 1 2{ , ,..., }
k

P p p p= is the result of the multi-objective 

optimization algorithm, then IGD is defined by Equation 10. d  represents the Euclidean distance 

between   and P in this equation. This metric determines how far the solution to the problem is 

from the true Pareto front. A lower IGD value indicates that the algorithm is more convergent. 

 
1

2 2
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1
( , ) ( ( , ) )

r

i

i

IGD P d y P
r =

 =   (10) 

Another important metric for evaluating multi-objective optimization algorithms is the HV 

metric. This metric computes the volume of objective space covered by members of nondominated 

solution sets obtained by a multi-objective optimization algorithm with all objectives minimized. 

The algorithm performs better when the HV value is high. The HV metric can be calculated as 

Equation 11. 

 
1

( )
AP

i

i

HV Volume V
=

=  (11) 
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The IGD and HV values for the MOPSO, MOBBO, AWSM, and NSGA-II based algorithms 

are shown in Table 3. The initial population for all of these algorithms is 350, and the optimization 

takes 5000 iterations. 

Table 3. Multi-objective optimization algorithms results. 

Optimization Algorithm NSGA-II based MOPSO MOBBO AWSM 

Max Workload Variance 4.5193* 106 1.3728*1010 4.5313* 106 9.6009*109 

Min Workload Variance 6.5886* 104 1.5159* 108 5.1731* 105 2.2476*109 

Max Latency 770.9193 811.3639 805.2257 811.9054 

Min Latency 733.6813 807.9429 735.7398 804.4314 

IGD 65.89 1515.90 517.31 13343.43 

HV 0.1779 0.0932 0.1756 0.0883 

 

According to the data presented in Table 3, the algorithm based on NSGA-II exhibited 

superior performance compared to the other three methods in the tradeoff between objectives, 

obtaining a lower value for both objectives. The NSGA-II based algorithm exhibits a significantly 

lower IGD value compared to the other three algorithms, which indicates that the algorithm based 

on NSGA-II exhibits better convergence. For the algorithm based on NSGA-II, the HV metric is 

larger. A higher HV value indicates that the algorithm is more effective and that the Pareto front 

point diversity is greater. The AWSM algorithm has lower convergence and diversity than the 

other three algorithms, and the values obtained for the objectives are higher in this algorithm. 

5. Conclusion 

The majority of studies on edge server placement and allocation have predominantly 

employed either a single objective or developed a fitness function for the optimization problem 

through the application of a weighted sum method. Consequently, such approaches inadequately 

encapsulate the inherent tradeoffs between the objectives comprehensively. In this study, we 

attempted to ascertain a more pragmatic resolution to the problem of placing and allocating edge 

servers by focusing on the application of each objective and then studying the tradeoff between 

them. According to the results, tackling the problem with a multi-objective optimization method 

can provide a more realistic solution from the perspective of MEC providers and end users. Based 



21 

 

on the results of the numerous tests, it seems that each of the objectives identified may have a 

substantial influence on improving the placement and allocation of edge servers. An NSGA-II 

based algorithm was used to examine the issue in a multi-objective method to highlight the tradeoff 

between the objectives, and it was discovered that this technique generates not only a wider variety 

of Pareto front points but also a higher convergence than the MOBBO, MOPSO, and weighting 

methods. The suggested technique greatly decreases workload variance on the servers and has an 

average of 8.79% smaller latency than the weighted-sum method. It is possible to fulfill the 

demands of the users and the desired objectives of the service providers in the edge server 

placement and allocation problem by studying and examining objectives such as energy 

consumption reduction, cost reduction, profit increase, and quality of service optimization, and 

using these objectives in a many-objective optimization problem. 
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