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Abstract: 

Today, some complex problems are known as NP-hard problems. For this category of problems, there is no 
exact solution or they are not solvable in a reasonable time. For this reason, metaheuristic algorithms have 
been introduced and developed. These algorithms attempt to find an optimal solution to the problem instead 
of finding a definite solution. In recent years, these algorithms have gained significant attention from 
researchers. The major inspiration for metaheuristic algorithms is nature and its laws. An important 
category of these algorithms is evolutionary algorithms. These algorithms are inspired by the behavior of 
animals and living organisms that exhibit social and intelligent behavior. However, each metaheuristic 
algorithm may optimally solve just some types of problems. Therefore, researchers continuously try to 
introduce new algorithms. In this study, a new metaheuristic algorithm called Farmer Ants Optimization 
Algorithm (FAOA) is introduced. This algorithm is based on the intelligent life of farmer ants. Farmer ants 
cultivate mushrooms to provide food for themselves. They also protect them against various pests, and after 
growth, feed them. These special behaviors of farmer ants, which are based on their social life, are the 
source of inspiration for the proposed method. Experiments on some engineering and classical problems 
have shown that FAOA can provide an acceptable solution for discrete optimization problems. 

Keywords: meta-heuristic algorithms, farmer ants optimization algorithm, optimization, metaheuristic 
algorithms 

1. Introduction 

In the new era, there are problems with different complexity in calculations. Some of these problems are 
known as non-deterministic polynomial hardness (NP-hard) problems [1]. Np-hard problems include 
thousands of problems, each of which has many applications in engineering sciences and a definitive 
solution has not yet been found to solve them [2]. In such problems, it is very unlikely to find a solution 
with definite polynomial time [3]. With the increase in the amount of data, finding solutions to these issues 
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is more challenging [4]. Therefore, optimization methods are considered an effective solution in this field. 
Optimization is finding the optimal solution for the parameters of a given system from all values to 
maximize or minimize the output. Optimization problems can be found in most engineering fields [5]. 
Because of the drawbacks of some conventional techniques, the possibility of falling into local optima, and 
the need to expand the search space [6], optimization techniques [7] have been developed over the last two 
decades [8,9]. With the increasing complexity of the problems, the need for optimization methods is felt 
more than before [10]. Optimization plays a very important role in industry, the development of science, 
management, and solving problems that can be modeled in this field. In multidimensional, discontinuous 
models and data containing noise, which cannot be solved by traditional methods, optimization algorithms 
can be used as an alternative [11]. 

Real-world problems in machine learning and artificial intelligence are generally continuous, discrete, 
bounded, or unbounded [12,13]. Because of these features, it is difficult to find an exact solution for some 
classes of problems using conventional mathematical methods [14,15]. Several studies have confirmed that 
these methods are not efficient enough to solve some problems [16]. Meta-heuristic algorithms are an 
alternative solution to solve such problems. These algorithms are usually inspired by intelligent concepts 
such as physical rules, social phenomena, animal behavior, and evolution [17]. 

With the rapid growth of science and industry and the emergence of recent issues, metaheuristic algorithms 
are deployed more and more [18,19]. However, a specific meta-heuristic algorithm cannot solve all 
problems. On the other hand, the major challenge of meta-heuristic algorithms is obtaining the solution in 
the shortest possible time with the highest accuracy. Some algorithms are highly accurate in solving some 
problems, but their response time is longer than similar algorithms. For this reason, algorithms should 
approach an acceptable point in terms of accuracy and speed [20]. Today, meta-heuristic algorithms have 
attracted the attention of many scientists. For example, the Genetic Algorithm (GA) [21] uses the theory of 
evolution to solve discrete problems. Another algorithm in this field is called the Artificial Immune System 
[22]. This algorithm is inspired by the principles and processes of the vertebrate immune system and is 
modeled based on the learning and memory characteristics of the immune system. Ant Colony Optimization 
(ACO) [23] is one of the most prominent meta-heuristic algorithms. This algorithm is inspired by the search 
behavior of ants to find food. Particle Swarm Optimization (PSO) [24] is another well-known algorithm 
inspired by the social movement of birds. The Flower Pollination Algorithm (FPA) [25] is inspired by the 
growth of plants and the pollination process. Another algorithm in this field is the Firefly Algorithm [26]. 
This algorithm is based on the blinking of fireflies. The Trees Social Relations Optimization Algorithm 
(TSR) [27] is one of the new algorithms in this field, which is inspired by the hierarchical and social life of 
trees. This algorithm can solve discrete and continuous problems. The Water Optimization Algorithm 
(WOA) [20] is another new algorithm that is inspired by the chemical features of water molecules. The 
Lion Optimization Algorithm (LOA) [28] is based on the life of lions and their individual and social 
behavior. 

Some meta-heuristic algorithms are inspired by modeling world natural features and adaptability to the 
environment [29]. Humankind has been using nature's guidance to solve many problems for many years. In 
recent decades, many efforts have been conducted to develop algorithms derived from nature [30]. 
Evolutionary algorithms can not optimally solve all problems, and each of them is suitable for solving a 
certain group of problems. For this reason, researchers try to find new algorithms. These algorithms are 
used in solving engineering problems and other fields, especially challenging problems [31-33]. Nature-
inspired computing has attracted computer scientists for a long time, and popular fields such as neural 
networks [34], cellular automata [35], molecular computing [36], and evolutionary algorithms have been 
created [37] [38]. 



In this paper, a new meta-heuristic algorithm called Farmer Ants Optimization Algorithm (FAOA) is 
introduced. This algorithm is inspired by the social life of farmer ants to solve discrete NP-Hard problems. 
Farmer ants have been farming and growing mushrooms for millions of years [39]. They use their products 
to feed the colony [40]. These ants cultivate a special type of mushrooms for their food. They plant the 
seeds of these mushrooms in special chambers, feed them, and prevent them from rotting by producing a 
chemical substance or taking care of them against alien attacks. Knowledge sharing and concurrent behavior 
are the principal features of the FAOA. 

The contribution of the proposed method includes the following: 

• Presenting the new Optimization Algorithm based on the life of farmer ants 

• The concurrency feature of the algorithm that can solve complex problems with high accuracy and fast 
speed 

• The ability to share local knowledge to reach the best global solution 

• Ability to solve discrete NP-hard problems 

• Evaluation of the proposed method and comparing it with some state-of-the-art algorithms in solving 
engineering problems 

Other parts of the paper are organized as follows. In section 2, a review of related works has been conducted. 
Part 3 is related to investigating the life of farmer ants and introducing a new algorithm based on their 
inspiration. Section 4 is assigned to the evaluation of the proposed method. And finally, the paper is 
concluded in Section 5. 

2. Related works 

NP-hard problems are those for which no quick and specific solution has been found. Over the last decade, 
these issues have become more complex [41]. Metaheuristic algorithms have been developed to address 
these challenges. These algorithms seek efficient and effective solutions to such problems. Metaheuristic 
algorithms can be categorized into swarm-based, physic-based, evolutionary-based, and nature-based. 

The first category is known as Swarm Based Algorithms. These algorithms use the process of social 
intelligence and the particles communicate with each other to share their experiences [42]. Intelligent Water 
Drops (IWD) algorithm is one of these algorithms. This algorithm consists of two distributed memory parts 
in which the former plays the role of soil edges, and the latter includes smart drops. This algorithm is used 
to solve continuous problems [43]. One of the most important and widely used algorithms in this group is 
called Ant Colony Optimization (ACO). This algorithm is inspired by the social behavior of ants to reach 
the food source [23]. Another commonly used algorithm in this category is the Particle Swarm Optimization 
(PSO) algorithm. This algorithm is inspired by the social behavior of bird flocks. In PSO, particles move 
with an initial velocity in the search space. Each particle chooses its next location according to the local 
and best global experiences, respectively [24]. The Sine Cosine Algorithm (SCA), which is another member 
of this group, starts with random solutions. Then, using a mathematical model based on sine and cosine 
functions, each particle moves towards the best solution. Also, several random and adaptive variables are 
integrated into the search space to help exploration behavior [5]. Other algorithms in this category include 
the Artificial Fish Swarm Optimization Algorithm (AFSA) [44], the Human Mental Search Algorithm 
(HMS) [45], and the Trees Social Relation Optimization Algorithm (TSR) [27]. 

 The second category is physics-based algorithms. These algorithms are based on physical phenomena such 
as gravity, electromagnetism, and temperature. Ray Optimization (RO) algorithm is one of these algorithms. 



This algorithm tries to achieve the optimal solution by modeling the transmission of rays from one point to 
another by using Snell's law of light refraction [46]. Gravitational Search Algorithm (GSA) is another 
algorithm that originated from physics. This algorithm is based on Newton's law of gravity. According to 
this law, particles attract each other. The attraction force is proportional to the product of their masses and 
the square of the distance between them [47]. Archimedes Optimization Algorithm is inspired by 
Archimedes's principle in physics. According to this principle, when an object sinks into a liquid or gas, 
the upward buoyancy force is applied to that object, which is equal to the weight of the liquid or gas 
displaced by the object sinking. [48]. One of the most famous algorithms in this category is the Simulated 
Annealing (SA) algorithm. This algorithm was inspired by modeling the gradual cooling of molten metal. 
Because of its high efficiency and simplicity, the SA algorithm is used for searching in large spaces and 
also for solving discrete problems [49]. Other algorithms that fall into this category are the Charged System 
Search (CCS) [50], the Memetic Algorithm [51], the Electromagnetism algorithm [52], and The Water 
Optimization Algorithm (WOA) [20].  

Evolutionary Algorithms are inspired by Darwin's theory and based on the reproduction of living 
organisms. [41]. Genetic Algorithm is the best-known algorithm in this category. This algorithm consists 
of two major components, chromosome and gene, and two primary operations include crossover and 
mutation [21]. Plant Growth Optimization (PGO) is another algorithm of this category that is based on plant 
growth, branching, phototropism, and leaf growth. The major goal of the algorithm is to select the active 
point by comparing the concentration of morphogen to reach the appropriate solution [53]. another 
algorithm of this category is called Saplings Growing Up Algorithm (SGA). This algorithm is inspired by 
the seedling growth process and consists of two phases: planting and growth. The SGA algorithm consists 
of mating, branching, and vaccination operators that create new candidate solutions by limiting the search 
space [54]. Other algorithms in this category include the Photosynthetic Algorithm (PA) [55], Differential 
Evolution Algorithm (DE) [56], Improved Unified Differential Evolution (IUDE) [57], and genetic 
programming algorithm  [58].  

The fourth category is called Nature Inspired Algorithms. These algorithms are modeled based on the 
environment and social life of animals. The Gray Wolf Optimizer (GWO) algorithm is one of these 
algorithms. This algorithm, which has a hierarchical structure, is inspired by a group of hunting wolves. 
The GWO algorithm consists of four categories: alpha, beta, delta, and omega in a wolf pack [17]. Another 
algorithm in this category is called The Whale Optimization Algorithm (WOA). This algorithm is inspired 
by the way humpback whales hunt and the bubble hunting strategy. [59]. The Red Deer Algorithm (RDA) 
deals with the behavior of Scottish deers during mating. Males roar and fight to reach their desired mate. 
The best deer is called a commander and can form its harem [60]. The moth-Flame Optimization Algorithm 
(MFO) is inspired by the movement of moths. Moths move at night, keeping a constant angle to the 
moonlight. This mechanism is very effective in long movements on a fixed route. [10]. Other algorithms in 
this category include the Firefly Algorithm (FF) [26], the Lion Optimization Algorithm (LOA) [28], the 
Harris Hawks Optimization Algorithm (HHO) [61], and Bat-Inspired Algorithms (BA) [62]. 

Figure 1 shows the classification of the reviewed algorithms. 



 

Fig.1 Metaheuristic algorithms classification 

3. The proposed method 

In this section, the life of the farmer ants is explained first, and then the basics of the proposed algorithm 
are explained. 

3.1 Inspiration 

Over the past thousands of years, humans started farming and have domesticated more than 260 plant 
species, 470 animal species, and 100 mushroom species[63]. However, farmer ants with more than 60 
million years of agriculture are known as the first farmers of the world [39]. Attine ants are the first farmers 
in the world [64]. These ants grow mushrooms [40]. Scientists believe that ants started farming in the humid 
forests and tropical regions of South America 55 to 60 million years ago [65,66]. A colony of farmer ants 
is usually formed by a mated female. These colonies are made up of one or more queens. Some of the 
unmated queens after a while lose their wings and start farming. These ants grow their mushrooms in 
underground chambers and fertilize gardens with vegetable scraps and dead insects. Farmer ants are 



compulsively dependent on their mushrooms. Their babies are raised on an exclusively mushroom diet. 
Farmer ants live in a complex and highly specialized multi-trophic symbiosis. Ants get food for the colony 
by cultivating a special type of mushroom in their nest, and in return, these ants provide the food needed 
for the mushrooms and a suitable environment for their growth and cultivation free of parasites. Some leaf-
cutter ants use fresh leaves to prepare a suitable environment for the growth of mushrooms [67-71]. Some 
colonies are smaller and consist of fewer rooms containing hundreds to thousands of ants. Other colonies 
are made up of populations of up to 8 million ants, with many more rooms and multiple entrances. 
Agricultural processes are performed by all ants of the colony.  The workers search around the nest to find 
food for mushrooms. These food items can be divided into different parts. They use fresh leaves of trees, 
flowers, and fruits in humid seasons, and seeds and carcasses of arthropods and insects in cold and dry 
seasons. Smaller ants clean and chew these materials and turn them into compost for the mushrooms. Ants 
provide other pieces of fertilizer needed by mushrooms through their excrement. There is also a smaller 
group of ants that destroy foreign mushrooms that have randomly grown among them [72, 3]. Each colony 
of farmer ants has a specific smell. Ants recognize these chemical signals, called social profiles, and 
distinguish between members of their colony and those of other colonies.  [74,75]. These colonies live 
together with numerous ants to plant and develop their fields. Also, the carbon social profile of each colony 
separates them from other colonies so that the ants of other colonies can be easily identified. This complex 
and intelligent system is the source of inspiration for the authors of the article to introduce the proposed 
method [76]. Figure 2 shows the mushroom-growing factors and their features [77,78]. 
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Fig.2  Details of the farmer ant's life; (a) leaf-cutter ants; (b) Cultivation of mushrooms by ants; (c) the 
structure of the social carbon profile; (d) types of foods to feed mushrooms 



3.2 Farmer Ants Optimization Algorithm (FAOA) 

In this section, the details of the FAOA algorithm which is inspired by the life of farmer ants are explained. 
At the beginning of the algorithm, the number of ants (n) that will be responsible for finding food and taking 
care of mushrooms (p) is determined. Each mushroom will be handled by an ant. The number of ants is 
greater than or equal to the number of mushrooms. In other words, n≥p. Each colony contains K nests in 
which the mushrooms are placed for breeding. It is not always the case that the number of mushrooms in 
the nests is equal. Near the nest, the ants have their food, and each mushroom is assigned to an ant to deliver 
the desired food. The set of foods (F) consists of M different types. The growth rate of each mushroom 
depends on the type of food it feeds. This dependency is unclear at the beginning of the algorithm. In the 
first step, each ant randomly chooses a food and measures the amount of its effect on the growth of the 
mushroom. At the end of the algorithm, the appropriate food for each mushroom will be determined. The 
effect of the food assigned to a mushroom on its growth is shown by the parameter 𝐶1According to the 
social profile of the colony, the ants of each nest have the responsibility of taking care of the mushrooms. 
The social profile is used to separate the ants from each nest to avoid losing their way and going to the 
wrong nest. When the value of the social profile is SP=1, it means that ants will never lose their nest, and 
when SP=0, it means that the behavior of ants in reaching their nest and mushroom is completely random. 
Changing this factor can determine the exploration behavior of the algorithm, which can be adjusted 
according to each problem. in other words  0 ≤ 𝑆𝑃 ≤ 1. 

As mentioned earlier, the growth rate of a mushroom depends on the proper food it feeds on. But on the 
other hand, for its more effective growth, it also depends on the bacteria that the ants provide to take care 
of them. These bacteria protect the mushroom from the pest. Each mushroom growth rate is proportional 
to the type of bacteria produced by a given ant. For this reason, this factor can also be effective in mushroom 
growth. Bacteria can include several types, which are called Bacteria types or BT, and must be determined 
at the beginning of the algorithm. We determine the effectiveness of the bacteria in protecting the 
mushrooms with a coefficient 𝐶2 .This coefficient can be adjusted according to the problem. The type of 
bacteria belonging to each ant is not changed. In order not to limit this issue, some other ants randomly 
deliver their bacteria to the mushrooms to vary the distribution of bacteria on the mushrooms. Another 
important factor that is effective in the growth of mushrooms is pests. Pests can interfere with mushroom 
growth and cause its destruction or weight loss. Pests are beyond the control of ants and are assumed to act 
randomly on mushrooms. PF or pest factor is considered a parameter with a negative impact on the growth 
of mushrooms, but its effect can be reduced by choosing the right bacteria for the mushroom. The 
effectiveness of PF is also determined by the coefficient 𝐶3 The following equations show the effect of all 
the mentioned factors on the mushroom growth in each nest k. 

(1) 𝑊𝑘 = ∑ 𝑊0  + (𝐶1 × 𝑓𝑚 + 𝐶2 × 𝐵𝑖) × 𝑊0 − 𝐶3 × 𝑃𝐹𝑓𝑜𝑟 𝑎𝑙𝑙 𝑎𝑛𝑡𝑠 𝑎𝑛𝑑 𝑚𝑢𝑠ℎ𝑟𝑜𝑜𝑚𝑠 × 𝑊0 

 

Where 𝑊0 is the initial weight of the mushroom. 𝐶1, 𝐶2, 𝐶3 are learning parameters and. 𝑓𝑚 is the value of 
food quality for food m. PF is also determined by equation 2. 

(2) 𝑃𝐹 = 𝐼𝑠𝛼 
 

Where I is the negative impact value of the pest, 𝑠 is the volume of the pest, and 𝛼 is the spread parameter 
of the pest on mushrooms, which can be adjusted according to the problem. 



The effect of bacteria on mushroom growth is also calculated by equation 3, where e is the positive 
effectiveness parameter of the bacteria, v is the volume of bacteria used, t is the lifetime of the bacteria, and 
β is the regulating parameter. 

(3) 𝐵 = 𝑒 × 𝑣 ×  𝑡𝛽 

 

To increase the exploration capability of the algorithm, some random solutions can be considered. By doing 
this, more variety of solutions can lead to finding better solutions and avoiding falling into the local 
optimum. Equation 4  shows the global phases in finding the solution. At this stage, 1-FP percentage of 
ants have random behavior and go to other nests to take care of the mushroom. 

(4) 𝑊𝑘 = ∑ 𝑊0  + (𝑟1 × 𝑓𝑚 + 𝑟2 × 𝐵𝑖) × 𝑊0 −  𝑟3 × 𝑃𝐹𝑓𝑜𝑟 𝑎𝑙𝑙 𝑎𝑛𝑡𝑠 𝑎𝑛𝑑 𝑚𝑢𝑠ℎ𝑟𝑜𝑜𝑚𝑠 × 𝑊0 

 

In this regard, the coefficients 𝑟1, 𝑟2, 𝑟3, which are random numbers between zero and one, replace the 
coefficients 𝐶1, 𝐶2, 𝐶3. In this case, the behavior of the algorithm is more random, and a global search is 
performed. Figure 3 shows the problem model. The weight of mushrooms produced in each nest k is 
calculated from the equation 1 and 4. 

 

Fig.3. Ants Colony Model 

In this figure, five nests are considered, one of which is the nest of the queen. M, F, B, and W represent 
mushrooms, food, bacteria, and weight, respectively. As this figure shows, not all nests contain all 
mushrooms. For example, there are no M3 mushrooms in Nest 1, or there are only M2 and M3 mushrooms 
in Nest 3. Calculations and operations on the nests are sent to the queen's nest, so the queen's nest has a 
complete structure and will contain all types of mushrooms. The weight of the queen's nest mushrooms is 
equal to the total weight of the nests. We define equation 5 as follows. 

(5) 
1

k

k

k

W W
=

= 

 



Where W is the total weight of the mushrooms in the entire colony. Mushroom breeding nests send their 
local experiences to the queen nest to achieve global solutions. In this regard, some local and global 
operations should be carried out. Figure 4 shows the exchange of the partial solutions to construct a 
complete solution in the queen nest. 

 

Fig.4. Exchange of Information 

Food change operation: 

At this stage, while keeping the ant constant( no bacteria change), the food of the mushrooms is changed to 
determine its impact on mushroom growth. To achieve this, two solution vectors are combined to create 
two new solution vectors (offspring). Subsequently, the fitness or quality of these new solution vectors is 
evaluated and added to the existing population. Figure 5 shows the food change operation. 

 

Fig.5. Food change operation 



Bacteria change operation: 

In the food change operation, the ant assigned to each mushroom is constant, and only the type of food is 
changed. Each ant has its bacteria type that cannot be changed. On the other hand, some bacteria types may 
not be suitable for the growth of some mushrooms. For this reason, it is necessary to change the bacteria to 
check its effectiveness for each mushroom. To do this, some ants outside the nest that have lost their way 
randomly move to the other nests, and bacteria change operations occur. This expands the problem search 
space and increases the probability of getting better solutions. Figure 6 shows the Bacteria change operation. 
In this figure, Bacteria 𝐵9  and 𝐵10 replace 𝐵4 and 𝐵7  respectively and new offspring is generated.  

 

 

Fig.6. Bacteria change operation 

 The proposed method is carried out in the following steps. 

Step 1: Algorithm initialization including the number of ants, number of nests, types of mushrooms, foods, 
and bacteria  

Step 2: Random distribution of mushrooms in nests and assigning ants to mushrooms 

Step 3: Calculate the total weight of mushrooms in each nest using equations 1 to 4 

Step 4: Do food change operations  

Step 5: Do Bacterial change operation on some mushrooms according to SP 

Step 6: Participate  1- SP percentage of ants in the global behavior of the algorithm 

Step 7: Send the best relative pattern to the queen nest  

Step 8: Calculate WK or the total weight of mushrooms in each nest using relations 1 to 4 

Step 9: Calculate the total weight of mushrooms in the entire colony or W using equation 5 

Step 10: Remove weak solutions  

Step 11: Repeat the algorithm until the stop condition is reached 

Figure 7. shows the flowcharts of the FAOA 



 

 

Fig.7  Flowchart of FAOA 

Algorithm 1: Farmer's Side Process 
Initialize parameters  
 1. for each nest K  
 2. Generate the initial population  
 3. Randomly Assign ants to mushrooms 
 4. 𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑆𝑘  
 5. Compute 𝑊𝐾 𝑏𝑦 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛𝑠 1 𝑡𝑜 4 

 6. do food operation  
 7. for 1- 𝑆𝑃 percent of mushrooms 
 8. Do bacteria operation  
 9. compute 𝑊𝐾 for new solutions 
10. Generate a random number r ∈ [0,1]  
11. if 𝑟 < 𝑝 
12. Transfer the best partial solution into the Queen nest by  𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 1 
13 Else transfer the random partial solution into the queen nest by  𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 4 
14 Until the last iteration  

 
 

Once all nests have sent their partial solutions to the queen's nest for aggregation, it is time to evaluate the 
complete solution. Algorithm 2 shows this step. 



Algorithm 2: Queen side Process 
 1. Repeat 
 2.      For each iteration  
 3.           Receive partial solutions for all nests 
 4.           Compute 𝑊 by Equation.5  
 5.           Do global food operation 
 6.           Do global bacteria operation  
 7.          Add solutions to the population 
 8.          Keep the 𝑃𝑠 best solutions 
 9.      End For 
10. Until the last iteration 
11. Return the final solution 

 

4. Evaluation and results 

In this section, the effectiveness of FAOA in solving some engineering problems and benchmark 
functions is evaluated and compared with some state-of-the-art algorithms. 

4.1 Problems and compared algorithms 

In this section, some engineering problems have been deployed to evaluate the performance of 
FAOA. These problems include Antennal Locatio ، Arable Field Planning [79],  SLP [80], Embedded 
System [81], Fog Computing Systems Cloud [82], Knapsack [83], Truss Structures with Static Constraints 
[84], TSP [85], and UCAV Three-Dimension Path Planning [86] . 

Additionally, the algorithms compared with FAOA include ACO [23], BWO [87], CRO [89], GA [21], GP [58], 
GWO [17], ICA [88], SA [49], TSR [27], and Tabu [90]. Table 1 shows the parameters utilized in these 
algorithms. 

Table. 1 Parameter values of algorithms. 
_________________________________________________________________________________________________________________ 

Values 
__________ 

Parameters 
___________________________________ 

Algorithms 
_______________________________________________________________ 

50 Population size                                       Trees Social Relations Optimization Algorithm (TSR)                            
1000 Number of generations of 10,000 

cities             
        

100 Number of generations for 1000  
50 Population size                                       Genetic Algorithm (GA) 

   
1000 Number of generation of 10,000 

cities            
 

100 Number of generations for 1000  
[2,0] Control Parameter a Gray Wolf Optimizer (GWO)                                             
1000 Number of generations of 10,000 cities    

100 Number of generations for 1000  

50 Number of particles  
50 Number of countries                                Imperialist Competitive Optimization (ICO) 
1000 Number of generations of 10,000 

cities            
 

100 Number of generations for 1000  



 

 

4.2 Discrete problems 

Discrete optimization is a field of optimization in applied math and computer science. Unlike continuous 
optimization, some or all variables in a discrete optimization problem are restricted to discrete values, like 
integers. There are various discrete problems in scientific and engineering fields and several approaches 
are used to solve them. The proposed algorithm will also be used to solve these problems. 

4.2.1 The TSP issue 

The traveling salesman problem or TSP is one of the classic optimization problems in computer science. In 
this problem, a seller has a list of cities and must travel to each of them and choose a route in such a way 
that the total travel distance is minimized. He must pass through each city only once and return to his 
starting city. This problem is known as an NP-hard problem [85]. In this study, we utilized two scenarios 
to assess the proposed approach for addressing this issue. The initial scenario involved two hundred cities, 
with results displayed in Figure 8-a, while the second scenario comprised a thousand cities, with results 
shown in Figure 8-b. Initially, the algorithm's number of iterations is set to 100 and 1000, respectively. The 
FAOA algorithm in the first scenario is relatively satisfactory for this problem [91]. In the second scenario, 
when the number of cities is increased to 1000, the proposed method demonstrates significantly improved 
performance. This superiority is attributed to the parallel feature of the method and its powerful operators, 
which effectively break down complex problems into smaller sub-problems for more appropriate solutions. 

10 Number of nimps  
50 Population size Simulated Annealing (SA) 
1000 Number of generations of 10,000 
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Fig.8  Comparison of FAOA with Other Discrete Algorithms  for TSP:  (a) 200 cities ; (b) 1000 cities 

4.2.2  Knapsack problem 

The knapsack problem is a classic discrete optimization problem. Given items with weights and profits, the 
goal is to maximize the total value by selecting items to put in the knapsack. For instance, if the knapsack 
can hold 20 kg, we need to choose items with a total weight of less than or equal to 20 kg while maximizing 
profit. The knapsack problem is an important optimization and NP-hard problem.   In our experiments, we 
consider the number of iterations as 100. Additionally, the maximum allowed number of objects is 5. The 
objective of this problem is to maximize the weight of the Knapsack. Based on Figure 9, it is evident that 
the FAOA algorithm has yielded better results. Despite initially performing poorly in the early iterations, 
the algorithm's performance steadily improved after the 80th iteration. 

4.2.3 Server placement problem 

Proper placement of edge servers is crucial in mobile computing networks. This affects network response 
time, optimizes server load balance, and reduces server energy consumption. To evaluate the FAOA in 
server placement problem, we consider 300 antennas in the network area and aim to place 100 servers in 
optimal locations [92-94]. Figure 10 compares the performance of the FAOA algorithm with other 
algorithms. As this figure shows, the FAOA performs similarly to other algorithms between the 400th and 
850th iteration but outperforms them thereafter. 



 
Fig.10  Results of server placement problem 

 
Fig.9  Results of Knapsack problem 

 

 4.2.4 Construction site layout planning (CSLP) 

Construction site layout planning has always been a concern for clients, contractors, and consultants. The 
major goal is to arrange facilities like offices, warehouses, and residences in a way that optimizes the 
transfer of materials, information, and staff. A well-planned layout can enhance safety and efficiency, lower 
transport costs, and avoid bottlenecks and obstructions during material and equipment transfer, especially 
in large-scale projects. The site layout can be designed based on the preferences of decision-makers and 
various criteria [95]. We consider the number of rounds in this problem to be 1000. Figure 11 shows the 
performance of FAOA and its comparison with other methods. As this figure shows, the proposed method 
performed better than the other methods. 

4.2.5  AFP (Arable Field Problem) 

AFP concerns the act of preparing the land to a specific size and making it suitable for cultivation with the 
aid of machinery and tools. This issue aims to determine the most efficient and cost-effective method for 
each device's performance. For this purpose, 8 trucks have been used to solve the problem using the FAOA 
algorithm [96]. The number of iterations is considered to be 1000. As Figure 12 shows, FAOA results in 
better solutions compared to other algorithms. 

4.2.6 ES (Emblem System for Intelligent Vehicles) 

ES is one of the current issues in vehicle engineering. The goal of this issue is to enhance the efficiency of 
intelligent systems in automobiles. Vehicles, with all-wheel drive, offer greater mobility and flexibility 
compared with other vehicles. These types of omnidirectional mobile robots are very useful in some 
applications, like smart wheelchairs, industrial robots, and nursing robots [97]. However, there is a 
redundancy issue in this four-wheeled robotic system, as having more than three controllable degrees of 
freedom for mobile vehicles creates a redundant system [98]. optimization algorithms are considered a good 
solution in this field [98]. Figure 13 shows the performance of FAOA in solving this problem and comparing 
it with other algorithms. As this figure shows, FAOA performs better response than other algorithms. 

 



 
Fig.12 Results Of Arable Field planning problem 

 
Fig.11 Results of CSLP problem 

 

4.2.7  FCS (Fog Computing System-cloud problem) 

Fog computing involves distributed computing on fog nodes, incorporating various devices (like sensors 
and home appliances), and has the potential to enhance the performance of Internet of Things (IoT) 
environments [99]. Fog nodes are usually deployed between low-level devices and high-level cloud 
computing platforms. Since the fog node deployment strategy affects the cost and performance of the fog 
computing system, determining an appropriate and efficient deployment strategy has become an 
optimization problem. The main objective of this issue is the fair allocation of computing resources [100]. 
Figure 14 shows the performance of FAOA in this problem compared to other algorithms. The results of 
experiments indicate the superiority of FAOA over the compared methods. 

 
Fig.14. Results Of Fog Computing System 

Problem 

 
Fig.13. Results Of the ES problem 

 

4.2.8 Truss Structures problem 

Aluminum and steel are commonly used in engineering [101]. Trusses are widely used in structural 
engineering. However, as the number of truss structures in a project increases, the design and analysis 
become more complex. This leads to an increase in the number of solutions for these structures.  One of the 
primary objectives is to create the most cost-effective structure that meets specific loading conditions. This 



aims to prevent the unnecessary use of materials in response to the growing demand for raw materials by 
ensuring the optimal design of truss structures. The objective of this issue is to minimize the weight of the 
trusses while meeting movement and stress  [102].  Optimization methods can be considered as a solution in 
this field.  The performance of FAOA to solve this problem is shown in Figure 15. The results of experiments 
and comparisons with other algorithms show the superiority of the proposed method in solving this 
problem. 

4.2.9 UCAV problem (UCAV Three-Dimension Path Planning) 

The unmanned combat aerial vehicle (UCAV)  is a complex optimization problem that focuses on flight 
path optimization, considering various types of constraints in complex battlefield environments.  Unmanned 
aerial vehicles are either remotely piloted or self-piloted aircraft capable of carrying various accessories, 
like cameras, sensors, and communication equipment. They have diverse applications in both civilian and 
military domains. Their popularity stems from their low cost, compact size, and extensive maneuverability 
[103]. Path generation and planning are key technologies in countering UCAV [104].  Optimization methods 
can be considered as a solution in this field. Figure 16 depicts the performance of FAOA in this scenario. 
It illustrates that FAOA initially has average performance, but starting from round 93, the algorithm 
consistently achieves the best results. 

 
Fig.16  Results of UCAV 3-D problem 

 
Fig 15 Results Of  Truss Structures problem 

 

4.3  Benchmark Functions 

In this section, 22 standard benchmark functions with various characteristics are utilized to evaluate the 
performance of FAOA and other algorithms. These functions consist of seven unimodal functions, nine 
multimodal functions, and six combined functions. Tables 2 to 4 display the unimodal, multimodal, and 
combined functions, respectively. Additionally, Table 4 presents the performance results of these 
algorithms [87]. The results of these tables show that, in most cases, the efficiency of the proposed method 
is superior to other algorithms. 

 

 

 



Table. 2 Unimodal Functions 
Minimum Dim Range Function 
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Table. 3 Multimodal Functions 
Minimum Dim Range Function 
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Table. 4 Composite Functions 
Minimum Dim Range Function No. 
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Table 5. Comparison results for benchmark functions 

 
TSR ACO SA ICA Tabu GWO BWO GP GA CRO FAOA Measure No. 
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12.8921 

17.7144 
8.8341 

12.8070 

17.9166 
8.5933 

12.2676 

20.5455 
11.4424 
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9.7146 

15.7196 

20.0637 
9.6211 

13.4553 

21.8677 
10.5102 
14.3246 

14.9639 

7.3037 

11.9414 

 

Worst 
Best 
Med 

F20 

17.6642 
8.8085 

12.9201 

21.7651 
10.4934 
14.4777 

17.9709 
8.0778 

12.5988 

18.7328 
7.8003 

12.8921 

17.7144 
8.8341 

12.8070 

17.9166 
8.5933 

12.2676 

23.0112 
11.4424 
15.4901 

22.7771 
9.6211 

15.7196 

20.0637 
9.2611 

13.4553 

21.9898 
10.5102 
14.3246 

17.5639 

8.3037 
11.9414 

 

Worst 
Best 
Med 

F21 

5.8980 
2.8357 
4.0007 

5.000 
2.5401 
3.6015 

5.0002 
2.9500 
4.1572 

4.9542 
2.4413 
3.711 

5.9865 
2.9500 
4.0263 

5.9998 
2.6400 
3.3513 

4.9631 
2.5401 
3.6015 

1.9477 

0.9327 

1.3179 

4.9832 
2.4346 
3.3766 

4.9365 
2.3619 
3.2982 

2.9258 
0.9911 
1.1071 

 

Worst 
Best 
Med 

F22 

 

4.4 Discussion 

In this article, the farmer ants optimization algorithm (FAOA), as a new meta-heuristic algorithm, was 
explained. This algorithm, which is suitable for solving discrete problems, has unique features that 
distinguish it from other similar algorithms. In most similar algorithms, negative impact parameters and 
problem constraints are not considered. This will reduce their efficiency and accuracy. The proposed 
method considers the factors that enhance the solution to the problem, while also taking into account the 
limiting factors that can significantly affect the solution. For example, in the performance of a processor, 
factors such as processor speed and RAM capacity are considered. On the other hand, for example, the heat 
of the processor at higher speeds, which can negatively affect the calculation speed, is less considered. The 
impact of processor speed and RAM capacity varies for different applications and differs for each specific 
problem. Some applications are processor-intensive and others require more memory. The proposed 
algorithm with its operators and unique nature determines the effects of positive and negative factors in the 
learning process, which can help make the problem-solving process more realistic. On the other hand, 
another important feature of the proposed algorithm is its parallelization capability. In most cases, 
population-based algorithms require many iterations to get the optimal solution. Breaking the problem into 
smaller components that lead to local processing can reduce the complexity of the problem and convergence 
can be achieved in fewer iterations. The local and global features of the proposed algorithm expand the 
search space and increase the chances of reaching a global solution. 

4.5 time complexity 

In this section, we analyze the complexity of the FAOA. In the proposed algorithm, we start with a 
population of p, which is divided into k sub-rooms. Each sub-room contains m mushrooms, and each 
mushroom is assigned to an ant. By dividing solutions into k nests, the required calculations in each sub-
section will be reduced by n/k and will be of logarithmic type. If we consider the number of algorithm 
iterations (maxiter) as n and also consider the three operations of addition and subtraction performed, the 
total number of necessary calculations equals:  



O((maxiter) ∗ pk ∗ (𝑊0  + (𝐶1 × 𝑓𝑚 + 𝐶2 × 𝐵𝑖) × 𝑊0 −  𝐶3 × 𝑃𝐹 × 𝑊0))= 𝑂 (𝑛 ∗ pk + 3) = 𝑂(𝑛 ∗ (log2 𝑛 + 3))= 𝑂(𝑛 ∗ log2 𝑛) 

(6) 

 

5. Conclusion 

In this paper, a new meta-heuristic algorithm named the farmer ants optimization algorithm (FAOA) was 
introduced. FAOA is inspired by the life of a group of farmer ants who grow mushrooms. In this algorithm, 
some aspects of the life of these ants, including mushroom cultivation, feeding, and caring for them, have 
been used. This algorithm, which is suitable for solving discrete optimization problems, can solve NP-hard 
problems and provide optimal solutions, especially for large-scale problems. The important feature of this 
algorithm includes considering the positive and negative impact of problem parameters in reaching the 
solution and its parallelization capability, which is suitable for problems with a discrete nature, especially 
with high dimensions. Experiments performed on some classic and new engineering problems, as well as 
on some benchmark functions, show that the proposed method is efficient in solving optimization problems. 
As a future work, we plan to develop this algorithm to solve problems with a continuous nature, so that it 
can solve a wider range of problems. 
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