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Abstract

Near-infrared diffuse reflectance spectroscopy is widely recognized as a rapid, non-destructive, and
environmentally friendly detection technology. However, in order to ensure the accuracy and stability of the
detection model, a large number of sample data is necessary. This paper proposed the rapid and non-
destructive detection of small sample tea variety recognition based on the near-infrared diffuse reflectance
spectrum data extended by convolutional neural network (CNN) and deep convolutional generative adversarial
network (DCGAN). The near-infrared diffuse reflectance spectra of 240 tea samples were obtained by Lambda
950 spectrometer using eight of the most popular tea varieties on the Chinese market. Firstly, the spectral data
was enhanced using translation, linear superposition, noise addition, and DCGAN methods, and the quality of
the generated spectra was evaluated using the support vector machine (SVM) and gradient boosting decision
tree (GBDT) methods. Compared with other methods, the DCGAN has the highest accuracy of 91.75%.
Secondly, the optimal number of iterations of DCGAN was confirmed to be 6000 by SVM and GBDT methods.
To further augment the precision of identifying small samples of tea, two additional classification models of
the Extreme Gradient Boosting (Xgboost) and CNN were applied to the DCGAN. Finally, the results
demonstrated that the CNN achieved the highest identification accuracy of 98.68% compared with SVM
(90.46%), GBDT (90.42%), and Xgboost (88.83%) with an additional 100 samples and 6000 iterations.
Therefore, the combination of deep convolutional generative adversarial network enhanced near-infrared
diffuse reflectance spectral dataset and the CNN successfully realizes the identification of small sample tea
varieties. The experimental results strongly indicate that this method holds significant potential for practical
implementation in the field of small sample tea varieties identification.

1 INTRODUCTION

Tea, originating from ancient China, is highly praised for its significant economic value and numerous health
benefits, which is cherished by consumers worldwide[1]. It serves as a natural remedy for various human
ailments, including enteritis, hepatitis, and heart diseases. Tea leaves are categorized based on their degree of
fermentation, including unfermented (such as green tea, yellow tea, and black tea), semi-fermented (like
oolong tea and white tea), and fully fermented (red tea). Each type of tea possesses distinct effects and
properties. For instance, Bi Luo Chun is renowned for its anti-aging and skin whitening effects, while Longjing
tea is believed to aid in preventing strokes and cardiovascular diseases. White tea is associated with
stabilizing blood sugar levels, reducing glucose, blood pressure, and lipids. Green tea is known to inhibit brain
aging [2], black tea can aid in weight reduction [3], and white tea possesses certain protective effects on the
liver [4]. Currently, tea varietal identification relies predominantly on the integration of sensory evaluation and
physicochemical methodologies [5]. Sensory analysis interprets organoleptic attributes including visual
properties, infusion chromatics, aromatics, and gustation [6]. However, such human-centered techniques are
intrinsically subjective, with precision potentially compromised by individual perceptual variabilities.
Complementary physicochemical assessments involve analytical techniques like gas chromatography [7]and
predominantly liquid chromatography [8] to substantiate intrinsic phytochemical profiles. While generating
substantive compositional data, such methods possess limitations including significant economic overhead,
protracted processing times, complex protocols, and requisite extensive analyst training. Recognizing the
intrinsic shortcomings of sensory-centered and physicochemical identification paradigms, pursuit of rapid,
non-invasive and economic means of varietal authentication seems prudent. Both authentication accuracy
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and analytical throughput could potentially be optimized by harnessing adaptive algorithms or integrating
emerging techniques.

Near-infrared spectroscopy offers myriad advantages befitting rapid, non-destructive tea authentication. As a
high-throughput, environmentally-benign analytical technique requiring no sample preparation, NIR is well-
suited for on-site assessment. These salient features support its versatility demonstrated across tea-related
applications.Scholars have successfully leveraged NIR to distinguish tea cultivars [9], geographical origins
[10], processed grades [11], and detect biotic stresses such as mildew infestation [12], through analyzing
unique spectral profiles correlating with compositional and quality attributes. NIR discernment is founded on
discerning subtle variances in phytochemical signatures among tea types, imparting taxonomic resolution.
This makes NIR a powerful tool for rapid, non-destructive, and cost-effective tea analysis. Unlike direct
measurement techniques used in chemical analysis, spectral analysis serves as an indirect method. It
necessitates the integration with chemometric methods to construct a model that captures the correlation
between the sample and its spectral data [13]. At present, the predominant chemometric methods include
Support Vector Machines (SVM), Gradient Boosting Decision Tree (GBDT), Extreme Gradient Boosting
(Xgboost), Random Forest (RF), among others. Due to the presence of spectral bandwidths, significant
spectral overlap, and complex spectral information in the near-infrared spectra of different tea varieties, these
methods face challenges in improving the accuracy of tea identification. In contrast, deep learning possesses
a robust learning capacity. Specifically, CNN, characterized by local perception, weight sharing, and high
operational efficiency, are widely utilized in fields such as computer vision, natural language processing [14],
and speech recognition [15]. In recent years, several researchers have employed near-infrared spectroscopy in
combination with CNN for the identification of various items such as macadamia nuts [16], tobacco leaves
[17], peppers [18], and tea origins [19], all of which have yielded promising results.Traditional chemometrics
methods and deep learning both require large amounts of spectral data to ensure model accuracy and
stability. Acquiring spectral data is a process that can be time-consuming and laborious, involving steps such
as sample preparation and testing. This becomes even more challenging when dealing with samples that are
scarce or expensive, making it difficult to gather sufficient spectral data. Indeed, it has been concluded that
data augmentation plays a role in regularization, preventing overfitting and enhancing model performance [20].
Data augmentation can effectively expand spectral datasets, typically employing methods such as panning,
linear superposition, and noise addition. Generative Adversarial Networks (GAN) are a class of artificial
intelligence algorithms used in unsupervised machine learning, introduced by lan Goodfellow [21] and his
team in 2014. They're widely used in the field of Al for tasks such as image synthesis, semantic image editing,
style transfer, image super-resolution and classification. GANs are trained without any a priori assumptions
and do not use maximum likelihood estimation. Instead, they use a unique training strategy. After forward
propagation through the generative network, GANs can generate samples that approximate the true
distribution of the training data. This means they can simulate or "create" new data that closely resembles the
existing data [22]. In recent years, GAN have also been increasingly used to augment spectral data. Deng [23]
achieved a method for the identification and classification of tomato diseases by combining computer
imaging with Generative Adversarial Networks (GANs).The method of combining Raman spectroscopy with
GAN for classifying marine pathogens enhances the accuracy of model classification [24]. Raman
spectroscopy provides detailed information about the molecular composition of the pathogens, while GAN
generate additional synthetic spectral data, augmenting the training dataset. This larger, more diverse dataset
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helps the model to learn better and generalize more effectively, thus improving classification accuracy. The
use of SVM in combination with GAN has proven effective in classifying foodborne pathogenic bacteria [25].
This innovative approach not only enhances the accuracy of the classification model but also makes the
process more efficient and cost-effective, offering significant potential in food safety and related fields. The
use of DCGAN to extract the internal features of Raman spectra of seven pharmaceuticals to generate new
spectra [26]. By training the DCGAN on the Raman spectra of the pharmaceuticals, it can generate new,
synthetic spectra that retain the essential features of the original data. These synthetic spectra are then
compared with those obtained by traditional panning methods. The results show that the spectra generated by
the DCGAN are of higher quality, indicating that the DCGAN has successfully learned and replicated the
complex features of the pharmaceutical spectra. GAN have been effectively used for data augmentation in
hyperspectral and Raman spectral analysis, enhancing the quality and diversity of the datasets. However, their
application in NIR spectral data augmentation remains relatively unexplored. While much of the current
research in the field of DCGAN is focused on improving classification accuracy, there is less emphasis on
refining the DCGAN model itself or determining the optimal amount of data for generating samples. These
factors are crucial as they directly impact the quality of the modeled data and, consequently, the accuracy of
the classification model.

This paper introduces an innovative method of expanding the NIR spectral data of tea using DCGAN. It
contrasts this approach with conventional data augmentation techniques and develops multiple models for
tea variety classification. The study further investigates the usability of the generated spectra and performs a
detailed analysis of the impact of the number of DCGAN iterations and the quantity of generated samples on
prediction accuracy. This work could offer crucial insights into the best practices for using DCGAN for NIR
spectral data augmentation, potentially improving the precision and efficiency of tea variety classification
significantly.

2 Materials and methods
2.1 Sample collection and preparation

In this experiment, eight kinds of tea samples (Longjing, Yuhua, Biluochun, Jinjunmei, Tieguanyin, Xinyang
Maojian, Huangshan Maofeng, and Liuan Gua Pian) were collected under certain conditions. Each kind of tea
had 30 samples, so there were 240 samples in total. All tea samples were ground by a small-sized mill, and
then these ground tea samples were filtered through a 100-mesh sieve. After this process, each tea sample
powder (0.5 g) was pressed into a thin film for the following spectra collection.The information pertaining to
the eight tea samples is displayed in Table 1.
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Table 1
Information of eight kinds of tea samples

Breed Category Place of origin Number of samples/PCS
Longjing Green tea Hangzhou, Zhejiang 30
Yuhua Green tea Nanjing, Jiangsu 30
Biluochun Green tea Suzhou, Jiangsu 30
Tieguanyin Oolongtea  Anxi,Fujian 30
Jinjunmei Red tea Wuyi Mountain, Fujian 30
Xinyang Maofeng Green tea Xinyang, Henan 30
Huangshan Maofeng  Green tea Huangshan mountain, Anhui 30
Liuan Gua Pian Green tea Lu 'an, Anhui 30

2.2 Near infrared spectrum acquisition

The experiment utilized a PerkinEImerLambda950 UV-visible near-infrared spectrophotometer. The room
temperature was maintained at approximately 25°C, and the relative humidity was kept between 45% and 50%.
To ensure the stability of the instrument, it was preheated for half an hour before the test commenced. The
sample was analyzed using a diffuse reflectance spectrum, which scans across a wavelength range of 800-
2500nm at intervals of Tnm. To minimize measurement error, each sample was measured three times. The
average of these three measurements was then taken to represent the sample's spectrum.

2.3 Traditional data enhancement methods

The traditional methods of spectral data enhancement include translation method, linear superposition
method and adding noise method. The translation method involves shifting the spectral data within a small
range without changing the spectrum'’s intensity. The linear superposition method overlays the original spectral
data in a certain proportion. The adding noise method introduces random noise to the original spectrum.

2.4 Data enhancement method of DCGAN deep convolution
generation adversarial network

GAN is a type of machine learning model that consists of two parts: a generator (G) and a discriminator (D).
The G's role is to generate spectral data that closely resembles real data by learning the potential distribution
of the real data. The D acts as a binary classifier. Its function is to determine, as accurately as possible,
whether the spectral data generated by the generator is close to or deviates from the real data. The entire
process necessitates that both the generator and discriminator enhance their respective abilities in data
generation and discrimination. This is achieved through continuous learning and optimization, with the
ultimate goal being to strike a balance between the two.

Figure 2 illustrates the fundamental structure of DCGAN. In the generator network of a DCGAN, a set of
random noise data is defined as the input for the generator, p,, (z) represents the probability distribution of
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random noise data z, and p;,;, (:c) stands for the probability distribution of the real spectral data represented
by x.The generator's task is to produce synthetic spectral data samples, denoted as G (z).The probability
distribution of these generated samples is represented as p (2). The training goal of the G is to adjust its
parameters (weights and biases) in such a way that p; (2) becomes as close as possible top,,;, (). The
discriminator network serves as a kind of "judge" that tries to distinguish between real and fake (generated)
data.The input to the D can be either real spectral data z or generated spectral data G (z). The output

D (G (z)) is a scalar value between 0 and 1, representing the discriminator's belief that the input data comes
from the real data distribution p,,, (). DCGAN, a fusion of CNN and GAN, capitalizes on the strengths of
both, implementing its G and D components via CNN. This successful amalgamation addresses and
effectively resolves the instability issues that plagued the training process in the original GAN network.

Figure 3 presents a designed 1D Convolutional Neural Network (1D-CNN) incorporated with a Deep
Convolutional Generative Adversarial Network (DCGAN). The noise input to the generator G abides by a
Gaussian distribution and has a dimension of 1x1x100. The said input is then subjected to four successive
deconvolution operations and gets transformed into an output with a dimension of 1x1x1701. The input to the
D in the DCGAN consists of 1x1x1701 dimensional tea spectral data (that is, normalized 1x1x1701
dimensional data) and the spectral data generated by the G. The output of the discriminator is a probability
value indicating how well it can distinguish between real and generated data. Table 2 illustrates the specific
parameters and the structure of the established DCGAN. Batch normalization is implemented in both the
generator and the discriminator, which accelerates the training process and enhances the stability of model
training by standardizing the inputs for each unit. In the DCGAN's convolutional network, the activation
function is chosen as LeakyReLU with a slope value of 0.2. The network's learning rate is set at 0.01, and the
optimizer for the convolutional layer is Adam.

Table 2
DCGAN structure and parameter settings

No. Controls Input Output Kernel Stride Padding Whetherit  Activation

number number Size is function
normalized
G 1 Conv- nz 256 (1,28) 1 0 yes relu
trans1
2 Conv- 256 128 (1,4) 2 1 yes relu
trans2
3 Conv- 128 64 (1,4) 2 1 yes relu
trans3
4 Conv- 64 1 (1,4) 2 1 no tanh
trans4
D 5 Conv1l 1 64 (1,4) 2 1 no leakyrelu
6 Conv2 64 128 (1,4) 2 1 yes leakyrelu
7 Conv3 128 256 (1,4) 2 1 yes leakyrelu
8 Conv4 256 1 (1,28) 1 0 no sigmoid
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2.5 Classification model

The learning strategy of the SVM algorithm, in the case of linear separability, is to maximize the margin
between the closest points (support vectors) and the separating hyperplane. This strategy aims to find the
classification hyperplane that has the maximum distance to the nearest training data points of any class,
thereby ensuring the best possible generalization. The SVM algorithm transcends the limitations associated
with conventional machine learning algorithms such as overfitting, the curse of dimensionality, and falling into
local minima, boasting robust learning and superior generalization capabilities [27].

GBDT is an ensemble learning algorithm that combines multiple decision trees to improve the model's
performance. Gradient Boosting is an algorithm under the umbrella of ensemble methods known as boosting.
It iteratively improves the model by applying the principle of gradient descent [28]. Xgboost is indeed an
efficient implementation of the GBDT algorithm. Notably, Xgboost enhances the standard GBDT method by
introducing regularization terms in the loss function that effectively control the model's complexity, preventing
overfitting and ultimately boosting its prediction capacity [29]. The node splitting approach of GBDT involves
traversing all possible divisions of all features, and then selecting the optimal one for splitting. On the other
hand, Xghboost employs a strategy known as the histogram and quantile sketch for approximate calculations.
This method effectively reduces the computational load, making Xgboost more efficient without
compromising the model's predictive power [30].

The CNN stands as one of the most classic models within the realm of deep learning. The fundamental
structure of a CNN typically embodies three key parts: a convolutional layer, a pooling layer, and a fully
connected layer. Convolution possesses the characteristic of "weight sharing”, which serves to decrease the
quantity of parameters, thereby preventing the model from overfitting. Pooling, on the other hand, is a
nonlinear downsampling technique primarily aimed at reducing the dimensionality of the convolution layer's
output eigenvalues, thus diminishing the computational scale [31]. Currently, pooling methods are primarily
categorized into two types: maximum pooling and average pooling. In this particular study, the maximum
pooling technique is employed to downsample the model.

3 Results and discussion
3.1 Near infrared spectrum of tea

In this study,there are several prominent absorption peaks within the ranges of 1400 to 1500 nm, 1900 to 2000
nm, and 2200 to 2400 nm. In conjunction with an analysis of the chemical components in tea, these
absorption peaks correspond to the vibrational sequences of amino acids (R-NH), tea polyphenols (= C-H), and
caffeine (-OH) compounds in the tea polyphenol group [32]. The NIR absorption peaks in the spectra of the
eight tea varieties are essentially at the same position. However, the spectral data of some tea types exhibit
overlapping and crossing characteristics. Therefore, employing a chemometric method is essential for
accurately distinguishing between these tea varieties.

3.2 Spectral data enhancement results
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Figure 4 illustrates a comparison of original spectral data from randomly selected Tieguanyin tea samples,
both before and after the application of various data enhancement methods. Figure 4(a) presents the spectral
data derived from the translation method, achieved by shifting the horizontal coordinate of the original
spectrum randomly between 1 and 5 nanometers. Figure 4(b) illustrates the generation of spectral data using
the linear superposition method, which involves summing the spectral data of two randomly selected samples
and subsequently dividing the result proportionally. Figure 4(c) illustrates the spectral data derived using the
noise addition method, a process that involves introducing Gaussian white noise ranging from 1 to 20dB.
Meanwhile, Fig. 4(d) presents the spectral data produced by the DCGAN after undergoing 2000 iterations. The
four methods mentioned above all generate data that closely resembles the original spectral data. However,
it's challenging to identify the best data augmentation method through a simple visual comparison. Therefore,
this study evaluates the quality of the generated spectra by integrating them with specific classification
models.

Classification results of SVM and GBDTTart')r:ic?els in different enhancement methods
Model Real Fake Translation Linear Superposition Noise DCGAN
data data method Method method
24 0 67.45% 67.45% 67.45% 67.45%
24 20 69.72% 70.58% 72.37% 71.36%
SVM 24 40 81.26% 83.45% 84.52% 88.43%
24 80 76.45% 81.36% 82.67% 85.28%
24 160 75.42% 80.62% 80.45% 86.13%
24 0 68.75% 68.75% 68.75% 68.75%
24 20 70.47% 73.67% 72.65% 74.52%
GBDT 24 40 75.28% 80.37% 81.26% 82.67%
24 80 78.85% 86.64% 83.54% 91.75%
24 160 78.64% 85.73% 82.64% 88.45%

For each type of tea, 24 spectral data points were randomly chosen. The amount of generated sample data
was then incrementally increased to collectively form the training set. The ratio between the training set and
the test set was kept at 4:1. The classification accuracy was verified using 5-fold cross-validation. Table 3
portrays the classification outcomes attained by the SVM and GBDT models when applied to data enriched
with four distinct methods. This table offers a visually discernible analysis of how these four data
enhancement techniques affect the accuracy of the model's classification. When 40 data points were
generated, the SVM model performed the best. The accuracy of the data set, when enhanced by the translation
method, improved from 67.45-81.26%. The data set enhanced by the linear superposition method saw an
increase in accuracy to 83.45%. The data set enhanced by the noise method saw its accuracy improve to
84.52%. Finally, the data set enhanced by the DCGAN method saw the most significant improvement, with its
accuracy rising to 88.43%, which was better than the other three methods. Comparable outcomes were
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observed with the GBDT model. When the dataset was expanded to 80 data points, the accuracy of the dataset
enhanced by the DCGAN method reached 91.75%. In summary, when compared to the three data
enhancement methods - the horizontal displacement method, the linear superposition method, and the noise
addition method - the data generated by DCGAN proved to be the most accurate for identifying different types
of tea. Therefore, DCGAN can be effectively used to expand the dataset of tea NIR spectral data.

3.3 Determination of DCGAN iterations

In pursuit of ascertaining the optimal iteration count for the DCGAN, a random set of original spectral data
from Tieguanyin tea leaves was chosen. This dataset underwent iterative processes at varied magnitudes—
500, 2000, 4000, 6000, 8000, and 10000 iterations respectively. Subsequently, the quality of the spectra was
evaluated employing two models: SVM and GBDT. The training set for each category consisted of 24 real data
instances and 40 generated data instances. The proportion between the training set and the test set was set
at 4:1. The classification accuracy was verified using 5-fold cross-validation. Table 4 clearly illustrate that the
number of DCGAN iterations used to generate spectral data significantly influences the accuracy of both SVM
and GBDT models. Notably, when the DCGAN iteration count is set to 6000, the performance of both models
surpasses that observed at other iteration counts. The sentence could be refined as follows: "This is due to the
fact that, when the number of iterations is fewer than 6000, the generated spectrum incrementally
approximates the real spectrum, thereby enhancing the model's accuracy. When the number of iterations
exceeds 6000, the generated spectral data, constrained by the limited real spectral data, begins to diverge
from the real spectrum, leading to a decrease in accuracy. As a result, the spectral data generated in this study
employs a 6000 iteration method.

Table 4

Classification results of data generated by SVM and GBDT models at
different epoch

Number of iterations Real data Fakedata SVM GBDT

500 24 40 75.63% 73.56%
2000 24 40 88.43% 82.67%
4000 24 40 89.26%  83.84%
6000 24 40 90.46%  85.28%
8000 24 40 89.76% 84.75%
10000 24 40 88.86% 83.45%

3.4 Construction and training of CNN classification model

The accuracy of the model increases as the generated spectrum progressively approximates the real
spectrum with an increase in the number of iterations, particularly when the iterations are less than 6000.
However, when the iterations reach 6000, the accuracy of SVM and GBDT models in identifying tea varieties
plateaus at around 90%. This falls short of practical requirements, prompting the adoption of a convolutional
neural network model for more effective tea variety identification. A seven-layer convolutional neural network
is constructed in this study, comprising an input layer, three convolutional layers, three pooling layers, two fully
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connected layers, and an output layer. The specific parameters and structure are presented in Table 5 and
Fig. 5. The convolutional kernel size is 1x3x1, and there is no zero-padding on the edges. The training and
optimization of convolutional neural networks indeed hinge on a loss function. This function quantifies the
discrepancy between the predicted and actual values. The error is then backpropagated from the final layer to
the preceding layers of the network using a backpropagation algorithm. This process allows for the updating
of the weights, thereby refining the network's performance over time. In the training process, the updated
parameters are continually utilized, and this cycle repeats until the value of the loss function reaches its
minimum. This signifies the achievement of the final training objective. The Adam optimizer is employed
during the training process to determine the most effective direction for gradient descent, thereby facilitating
faster convergence of the model. To counteract overfitting, a learning rate of 0.01 was established, a 20%
dropout rate was applied to the fully connected layer, and cross-entropy was chosen as the loss function.

Table 5

CNN model parameter settings
Network layer Model parameters
Input Layer Near-infrared spectroscopy data of eight types of tea leaves
Convolution Layer Convolution kernel size 1x3x1, stride of 1, no zero padding at the edges, and 32
Conv_1 feature maps
Pool Layer Max pooling, size of 1x2x32, number of feature maps 32, stride of 2
MP_1
Convolution Layer Convolution kernel size 1x3x1, stride of 1, no zero padding at the edges,
Conv_2 number of feature maps 64
Pool Layer Max pooling, size of 1x2x64, number of feature maps 64, stride of 2
MP_2
Convolution Layer Convolution kernel size 1x3x1, stride of 1, no zero padding at the edges,
Conv_3 number of feature maps 128
Pool Layer Max pooling, size of 1x2x128, number of feature maps 128, stride of 2
MP_3
Fully Connected Layer 256 neurons
FC_1
Fully Connected Layer 512 neurons
FC_2
Output Layer Probability values for distinguishing each variety

3.5 Effect of the number of generated samples on the
identification rate of tea varieties

As evidenced in Table 3, the quantity of samples generated by various models differs when reaching peak
discrimination accuracy. This necessitates an investigation into the optimal number of samples each model
should generate. Based on the actual sample data collected, 1000 data points were generated from the
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original spectrum of each variety through 6000 iterations of DCGAN. Prior to modeling, 24 spectral data points
were randomly selected from each tea variety. The sample data volume was incrementally increased to form a
combined training set. The ratio of the training set to the test set was consistently maintained at 4:1. The
classification accuracy was then verified using 5-fold cross-validation.

The prediction results of the ’-trrzti)r:?nz set with different number of
samples

Real data Fakedata SVM GBDT Xgboost CNN

24 0 67.45% 68.75% 65.6% 73.36%
24 10 68.73% 68.27% 66.72% 75.67%
24 20 72.45% 73.62% 73.48% 83.56%
24 30 76.72%  78.26%  78.54% 88.93%
24 40 90.46% 85.28% 88.83% 93.45%
24 50 87.25% 88.43% 86.72% 97.62%
24 100 85.25% 90.42% 84.38% 98.68%
24 200 84.89% 87.72% 85.27% 96.72%
24 300 83.56% 85.63% 85.92% 95.45%
24 500 78.43% 80.44% 83.46% 95.21%
24 800 75.52% 76.52% 81.28% 95.67%

Table 6 presents the predictive outcomes of test sets with varying quantities of generated samples. For
different classification models, dataset augmentation can enhance the model's accuracy. When the quantity of
added samples for each tea variety is fewer than 40, the accuracy of both SVM and Xgboost models
progressively improves with the increment in sample size. However, when the sample size exceeds 50, the
accuracy of the SVM and Xgboost models begins to deteriorate. The GBDT and CNN models attained peak
accuracy when the number of samples generated for each variety reached 100. GBDT achieved an accuracy of
90.42%, while the CNN model outperformed with a classification accuracy of 98.68%, surpassing the other
three classification models. However, when the number of generated samples exceeded 100, there was a
gradual decline in classification accuracy. In conclusion, as the number of samples generated by DCGAN
increased, the accuracy of the test set correspondingly rose, peaking before starting to decline. This can be
attributed to the fact that the diversity of samples did not increase with the rise in the number of generated
samples. The generation of excessive duplicate samples, which did not significantly contribute to enhancing
the model's accuracy, was a contributing factor to this decline. Simultaneously adding an excessive number of
synthetic samples can escalate the conflict and interference within the data information, thereby diminishing
the model's performance. Hence, integrating DCGAN with NIR spectral data to augment the sample data of
eight tea varieties can markedly enhance the accuracy of the tea variety identification model. It is crucial to
select an appropriate number of samples based on the specific classification models.
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4 Conclusion

This study explores the impact of various data augmentation techniques on the identification outcomes of tea
varieties. By juxtaposing DCGAN with traditional methods such as translation, linear superposition, and noise
addition, it is discerned that DCGAN yields superior results compared to conventional data augmentation
methods. The spectral data produced by DCGAN is primarily influenced by two parameters. The first
parameter is the number of iterations. Research indicates that as the number of iterations increases, the
model's classification accuracy follows a trend of initially increasing and then decreasing. The prediction
accuracy peaks when the number of iterations reaches 6000, effectively preventing the data generated by
excessive iterations from deviating from the actual data. The second parameter is the quantity of generated
samples. An expanded dataset can significantly enhance the model's accuracy, with the CNN model
demonstrating the highest classification accuracy, and the model's accuracy surges from 73.36-98.68%. As
the number of samples generated by the training set increases, the test set's accuracy gradually rises, then
begins to decline after reaching its apex. This is attributed to the fact that the diversity of samples did not
proportionately increase with the number of generated samples, resulting in the generation of too many
duplicate samples, which did not significantly contribute to improving the model's accuracy. Simultaneously,
the addition of too many synthetic samples can increase conflict and interference in the data information,
which can degrade the model's performance. In conclusion, the expansion of NIR spectral data utilizing the
DCGAN model can significantly enhance the accuracy of tea identification. However, it's crucial to select the
appropriate number of iterations and the volume of sample data tailored to different classification models.
This approach can offer a fresh benchmark for fellow researchers, address the issue of limited dataset
availability, and curtail the expenditure of human and material resources. Moreover, DCGAN can be
synergistically utilized with a diverse array of spectral technologies, including Raman spectroscopy, laser-
induced breakdown spectroscopy, and terahertz time-domain spectroscopy, for the detection of various
substances. This collaboration could significantly advance the industrial application of spectral technology.
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Near infrared spectra of 8 kinds of tea

Random noise

Wy

Generator

>

Figure 2

Basic structure of DCGAN

. Real Data l_f.\,-_'
£ ™
!' { | |
VR AN
o ’
I_jFakeData J
{ ,~.~:"Ff i —)
:\- -hdll' j
e Discriminator

Page 15/17

_Sentence

T

[T
‘..
H
I”

1 |
i~
Fatl

wf

4 P

——p—



i Generator »
1#1*1701
5 &
1*1%100 s 128"156 64%1%112 Fake
. . BN BN - BN _ spectral + tea varieties
Gaussian noise il ———= — e — - data
Conv-trans]  Conv-trans2 Conv-transd Conv-transd
+
1*1* 1701 o
1#1*1
Real 64+ 14112 ”3"‘"“5 25671728
spectral + tea varieties i ———= L - |" 1*1 = Real
gata I - Comvd .‘_ﬂgmmdL- Fake
. Convl Conv2 unv.’!n
]
Ll Discriminator >
Figure 3
DCGAN structure and training process
T T I[a} T T .}05 T T I{trJ T T
..E 0.41 Real data J ] = — :.1:::':;:.:
Y] Fake data f E'D 0.4 .
| _ =]
t / it
- R
w A d W
z 03 \ = 03 ]
= =
= ~ SJ =
S 02 [~ ™~ : S 0.2 .
= \ | =
- —~ -
0.1 . 0.1 4 -
800 1200 1600 2000 2400 800 1200 1600 2000 2400
Wave length/nm Wave length/nm
© : : : . (d)
{
—— Real data —— Real data
:Enﬂﬂ' Fake data Ifﬂ‘-j 1 :Enﬂ‘.-i' Fake data r){ﬂ(’ b
E . r;’"\f' E ) f‘\‘
I\ N
2 |I :E; rl
B ~_N = ~N
S 021, f 1 g 027, / 1
= LY } = f
< \\‘- ~ < \\"‘-.\4_/\_/
0.1 1 0.1 1
800 1200 1600 2000 2400 800 1200 1600 2000 2400
Wave length/nm Wave length/nm

Page 16/17



Figure 4

Spectral data enhancement results of different methods (a) Translation method; (b) Linear superposition
method; (c) Noise addition method; (d) DCGAN method
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Figure 5

CNN Structure Diagram
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