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Abstract Global Climate Models are the main tools for climate projections.6

Since many models exist, it is common to use Multi-Model Ensembles to re-7

duce biases and assess uncertainties in climate projections. Several approaches8

have been proposed to combine individual models and extract a robust signal9

from an ensemble. Among them, the Multi-Model Mean (MMM) is the most10

commonly used. Based on the assumption that the models are centered around11

the truth, it consists in averaging the ensemble, with the possibility of using12

equal weights for all models or to adjust weights to favor some models.13

In this paper, we propose a new alternative to reconstruct multi-decadal14

means of climate variables from a Multi-Model Ensemble, where the local15

performance of the models is taken into account. This is in contrast with MMM16

where a model has the same weight for all locations. Our approach is based on17

a computer vision method called graph cuts and consists in selecting for each18

grid point the most appropriate model, while at the same time considering the19

overall spatial consistency of the resulting field. The performance of the graph20

cuts approach is assessed based on two experiments: one where the ERA521
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reanalyses are considered as the reference, and another involving a perfect22

model experiment where each model is in turn considered as the reference.23

We show that the graph cuts approach generally results in lower biases24

than other model combination approaches such as MMM, while at the same25

time preserving a similar level of spatial continuity.26

Keywords climate projections · multi-model ensemble · multi-model27

aggregation · graph cuts28

1 Introduction29

Global circulation models (GCMs) are key tools to project as robustly as pos-30

sible the potential evolution of the climate, especially since human activities31

were established to be the main cause of global warming (Solomon et al.,32

2009). However, because of climate internal variability and structural model33

uncertainties, global or regional differences between climate models and obser-34

vations or reanalyses can occur. Hence, one can wonder whether those observed35

differences can lead to additional uncertainties or even biases in the climate36

projections (Palmer and Stevens, 2019).37

Biases can be adjusted statistically and various methods exist to do so,38

ranging from relatively simple methods that only correct the mean, to more39

sophisticated ones correcting the whole distribution, potentially in multivari-40

ate contexts (e.g., see François et al., 2020, for a review and intercomparison).41

Although bias adjustment generally improves the realism of the climate sim-42

ulations – at least in terms of the criteria used to perform the correction and43

over the calibration period – this can be sometimes at the expense of the phys-44

ical realism of model outputs when some dependencies (intervariable, spatial45

or temporal depending on the data) are not taken into account. Hence, various46

adjustment techniques were recently developed to account for such dependen-47

cies (e.g., Cannon, 2018; Vrac, 2018; Robin et al., 2019; Vrac and Thao, 2020).48

However, when bias corrected, the simulations still present distinct trends from49

one model to another on the calibration period and potentially even more dis-50

tinct on future projection periods with different responses to climate change51

forcing scenarios. This means that bias correction does not remove all uncer-52

tainties and that there is a need to extract a robust signal of climate change53

by combining different climate models.54

The most widely used approach so far to extract a robust signal among55

different models is to assemble those models into Multi-Model Ensembles56

(MMEs) and average them into multi-model means (Tebaldi and Knutti, 2007;57

Knutti et al., 2010, MMM, see, e.g., ). These MMEs and MMMs are part of the58

Coupled Model Intercomparison Project or CMIPs (Dufresne et al., 2013), as59

an essential tool to manage climate-related risks for our societies (Kunreuther60

et al., 2013). Common approaches to assemble MMEs include model weighting,61

and selection of representative ensemble members (Cannon, 2015; Sanderson62

et al., 2015). Equal weighting is the most commonly used and straightforward63
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way of combining climate models (Weigel et al., 2010), but it does not ac-64

count for model performance or interdependence. Non-equal-weighting meth-65

ods are based on a search for optimal weights to improve the MMM result,66

such as Bayesian Model Averaging (Bhat et al., 2011; Kleiber et al., 2011;67

Olson et al., 2016) or Weighted Ensemble Averaging (Strobach and Bel, 2020;68

Wanders and Wood, 2016). Furthermore, climate models cannot be considered69

independent because they are often based on similar assumptions, parameter-70

izations and computer codes. Therefore, agreement between models does not71

necessary mean convergence to a reliable projection (Abramowitz et al., 2019;72

Knutti et al., 2017; Rougier et al., 2013). While metrics of distance between73

models can be used to represent the wide range in the degree of similarity (or74

dissimilarity) between models, distances do not translate directly into a mea-75

sure of independence (Abramowitz et al., 2019). As a consequence, weighting76

methods have been proposed that assign weights to models based not only77

on their performance, but also on their dependence with other models, of-78

ten quantified as the difference (or distance) between models’ outputs (Lorenz79

et al., 2018). Some authors have proposed, as a pragmatic approach, a single80

set of weights for a given ensemble of models, which should yield reasonable81

overall performance while accounting for inter-model dependence (Sanderson82

et al., 2017).83

The main uncertainties in model combination approaches are related to84

models themselves and also to the construction of the MME. Other methods,85

such as the Reliability Ensemble Average (REA) (Giorgi and Mearns, 2002)86

weight models by taking into consideration biases and trends. However, un-87

certainties remain, linked to the many different scenarii, the model response88

uncertainty and the variability of the climate (Hawkins and Sutton, 2009).89

The size of the MME also generates uncertainties: a combination based on a90

large ensemble can perform worse than with a small ensemble constructed with91

only good models (Knutti et al., 2010), and weighting methods can increase the92

number of models needed to construct a well-performing combination (Brun-93

ner et al., 2020; Merrifield et al., 2019). Furthermore, the weights given to a94

model are generally global (i.e., same weight for all grid points), meaning that95

even if a model can represent Europe temperature very well, it can be consid-96

ered as poor overall and will not contribute to improving Europe temperature97

projection in the combination. As a result, a global weighting approach might98

represent this area worse than a model alone.99

Thus far, the use of spatially non-uniform weights varying for each grid100

point has not been thoroughly considered in the literature on GCM combi-101

nation. The consideration of local characteristics has mostly been taken into102

account in regional studies where an optimal number of models is selected for103

a given region of the globe (Ahmed et al., 2019; Dembélé et al., 2020, e.g., ),104

or by analyzing the performance of a weighed ensemble per sub-region (Brun-105

ner et al., 2019, 2020; CH2018, 2018; Lorenz et al., 2018; Olson et al., 2016).106

However, this way of proceeding might be suboptimal as the region is defined107

first (e.g. Europe), then the weights are defined given this study area. There108

is, thus, a strong potential for improved model combination if the weights and109
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the regionalization are co-optimized at the grid point level. Another aspect110

of model averaging techniques is that they invariably tend to smooth out the111

spatial patterns found in the individual models, despite the fact that these112

patterns often originate from actual physical processes.113

Per-grid point model combination methods have been considered in sci-114

entific domains other than global climatology, such as in meteorology, where115

authors have shown that using spatially variable parameters of ensemble pre-116

cipitation or wind forecast models leads to increased performance (Kleiber117

et al., 2011; Thorarinsdottir and Gneiting, 2010), showing the promise of such118

approaches. In particular, geostatistical approaches have been shown to pro-119

vide an appropriate set of tools to characterize the spatial structure and inter-120

variable dependence, and to take these aspects into account in statistical en-121

semble approaches, e.g.(Furrer et al., 2007; Sain and Cressie, 2007; Gneiting,122

2014).123

In this paper, we propose a model combination approach that improves124

the reproduction of observed climatological multi-decadal means, minimizes125

bias and maintains local spatial dependencies. It is based on a technique called126

graph cuts (GC), mainly used in computer vision (Kwatra et al., 2003; Boykov127

and Funka-Lea, 2006; Salah et al., 2011) and geostatistics (Mariethoz and128

Caers, 2014; Li et al., 2016) to assemble or reshape images by “stitching” other129

images in the best possible way. We call this approach GC-based patchwork-130

ing. The quality of the model combination is evaluated by the visibility of131

the stiches: the less visible they are, the better the result is. In practice, this132

quality is represented by a cost function called energy in the Markov Random133

Fields literature (Szeliski et al., 2008). GC algorithms allow minimizing this134

energy. Model output fields can be seen as images where each grid point is135

a pixel. Therefore, we can use GC algorithms to combine outputs from dif-136

ferent climate models so that the combination exhibits fewer biases than the137

individual models, while preserving the spatial dependencies locally. The re-138

sult is an assemblage (i.e., patchwork) of the best models in terms of biases,139

while maintaining spatial consistency, i.e. minimizing stitches between model140

patches.141

In this work, we compare our new GC-based patchworking method with142

the traditional MMM approach. The data used in this study, the GC algorithm143

and the design of experiments are described in section 2. Results are detailed144

in section 3. Finally, section 4 is dedicated to discussions and conclusions.145

2 Data and methods146

2.1 Models and reanalysis data147

The reference data used in this study are the reanalysis from the Euro-148

pean Centre for Medium-Range Weather Forecasts (ECMWF) ERA5 (Hers-149

bach, 2016). Daily surface temperature (TAS, in K) and precipitation (PR, in150

mm/day) data have been extracted for the period 1979-2019 over the entire151
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globe. This work is also based on the 20 CMIP5 models listed in Table 1. For152

each model, we extracted the same variables as in ERA5: TAS and PR. For153

the 1850-2005 period, data are extracted from the historical simulations and154

for the 2006-2100 period, from the projections made under the RCP8.5 sce-155

nario. Since the aim of this work is to reconstruct the multi-decadal average156

field of a given variable, the original data at the daily scale are averaged over157

a period of either 20 or 30 years depending on the experiments conducted in158

this paper (see section 2.3 for more details). To make the comparison possible,159

the models and reanalyses are re-gridded onto a 1°x1° latitude-longitude grid160

using bi-linear interpolation, which corresponds to 65160 grid cells.161

2.2 Graph Cuts for multi-model combination162

In this work, we use the GC approach to combine an ensemble of GCMs163

and reconstruct multi-decadal averages of climate fields. Our aim is to obtain164

a combination that is closer to a given reference than any of the individual165

models. This is done by selecting, for each location (here, grid point), the value166

of one of the GCMs. The selection of a GCM at each grid point to build the new167

map is called a labeling in the graph cuts literature. The labeling f is chosen168

such that it minimizes a cost function called Energy in the Markov Random169

Fields literature (Li, 2009). In our case, the energy is chosen to represent170

the mismatch between the reference and the constructed map, and also to171

favor labelings that are spatially homogeneous, in order to preserve as much172

as possible the physical continuity of the selected GCMs. Hence, the energy173

E(f) is made of two terms, the data energy Edata(f) and the smooth energy174

Esmooth(f):175

E(f) = Edata(f) + Esmooth(f) (1)

The data energy, Edata(f), represents the bias between the GC result and176

the reference used. It is computed as the sum of the absolute bias over the set177

of all grid points P :178

Edata(f) =
∑

p∈P

D(fp) (2)

where D(fp) is the absolute bias at grid point p and is equal to |Xp(fp)−179

refp|. In this expression, fp corresponds to the model attributed at the grid180

point p and Xp(fp) denotes its value. refp denotes the value of the reference181

(for instance, ERA5) at the same grid point p.182

The smooth energy, Esmooth(f), represents the quality of the labeling in183

terms of spatial consistency, i.e., the fact that selecting a model for one grid184

point and another model for an adjacent grid point does not introduce a spatial185

discontinuity. This property will be referred to as “smoothness” hereafter:186

Esmooth(f) =
∑

(p,q)∈N

V{p,q}(fp, fq) (3)
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where N is the set of adjacent grid points and p and q represent two187

adjacent pixels. V{p,q} is defined in the same way as the capacity cost in Li et188

al. (2016):189

V{p,q}(fp, fq) = |Xp(fp)−Xp(fq)|+ |Xp(fq)−Xq(fq)|. (4)

Note that when fp = fq, then V{p,q}(fp, fq) = 0. Furthermore,190

V{p,q}(fp, fq) = 0 if and only if Xp(fp) = Xp(fq) and Xq(fp) = Xq(fq). Hence,191

V{p,q}(fp, fq) = 0 means that the difference between two adjacent grid points192

is realistic since this difference is originally present in the two models fp and193

fq.194

Figure 1 is a schematic illustration of the combination of two models (α195

and β) using the GC approach. In this figure, the reference and the models196

are represented as 2 by 2 matrices where each element represents a grid point,197

the value of which (e.g., mean temperature over 30 years) is represented by198

a color. Those matrices can also be represented as graphs where each grid199

point corresponds to a node (circle) and adjacent grid points are connected200

by a vertice (segment). In this setting with 4 grid points, there are 24 possible201

combinations since each grid point can either be attributed the label α or β.202

The GC approach tries to find a combination of the two models that minimizes203

an energy function according two criteria: 1) the match to a reference (data204

energy) and 2) the spatial consistency of the combination (smooth energy). In205

the graph representation, the data energy is the sum of the costs associated206

with the nodes while the smooth energy is the sum of the costs associated with207

the vertices. The green dashed line represents the seams of the GC, that is208

the frontiers between selected models. Only the vertices crossed by the green209

dashed lines have an associated smooth energy greater than 0.210

When the number of models to combine is equal to 2, a solution can be211

found through optimization by finding a global minimum of the energy func-212

tion, resulting in an optimal labelling (Ishikawa, 2012). In practice, we often213

have more than two models, e.g., 20 in the present study. In this case, we use214

an iterative approximation developed by Boykov et al. (2001): the α-β swap215

algorithm. It starts by forming a solution with only one pair of models. Then216

one model in the pair is replaced by another and grid points attributed to217

either model in the pair are allowed to switch label: for a pair of models (α,218

β), a grid point with the label α, can have its label changed to β if it reduces219

the energy E, and vice versa. This is repeated a number of times for all pairs of220

models until the energy E stops decreasing. Contrarily to the two-model case,221

this procedure only ensures that a local minimum of energy is reached. Hence,222

the whole procedure can be repeated a certain number of times with different223

orders for the models and the outcome with the lowest energy is retained. In224

practice, for our datasets, all results were very close to each other (not shown)225

and the order of models did not matter in the α-β swap algorithm.226
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2.3 Design of experiments227

2.3.1 Combination approaches228

In this paper, we compare the performance of different multi-model combina-229

tion approaches, either based on MMMs or on GC. They are evaluated based230

on out-of-sample testing: when needed, the approaches are tuned on a cali-231

bration period (learning dataset) and their performances are evaluated on a232

projection period (test dataset). This way, the robustness and generalization233

capability of the combination approaches can be assessed. We have selected234

three approaches from the MMM family and four from the GC one:235

– multi-model mean (mmm): each model is given the same weight to compute236

the average. Since it is the most commonly used approach in the literature,237

the multi-model is used as a baseline in this study.238

– om_present: a weighted multi-model mean where the weight of each model239

is optimized on the calibration period in order to minimize the cost func-240

tion:241

C(w) =
∑

p∈P

[

refp −
∑

f∈F

wfXp(fp)
]2

(5)

Where the weights w = (wf )f∈F are positive and sum up to 1. Note that242

the same weight is used for all grid points.243

– om_future: same as om_present except that the models weights are opti-244

mized on the projection period. This aggregation method cannot be used245

in practice since the needed reference dataset in the projection period is246

unlikely to be available. It serves as a basis to assess the best results one247

could achieve in terms of bias with a multi-model mean approach (provided248

all information about the reference are available).249

– min_bias: at each grid point, we select the value of the model having the250

smallest absolute bias in the calibration period. The same labeling is kept251

for the projection period. It corresponds to the result of a GC where only252

the data energy is minimized.253

– gc_present: a GC procedure where the data energy and smooth energy are254

defined (and optimized) with respect to the calibration period.255

– gc_future: a GC procedure where the data energy and the smooth energy256

are defined with respect to the projection period. Similarly to om_future,257

this aggregation cannot be used in practice since the reference dataset in258

the projection period needed for the data energy is unlikely to be available.259

However, gc_future gives an idea of the best results one could achieve with260

graph cuts.261

– gc_hybrid: a GC procedure where the data energy is defined with respect262

to the calibration period and where the smooth energy is defined with263

respect to the projection period. This is possible in practice as the smooth264

energy only depends on the values of the models and not on the reference.265

The formulation of gc_hybrid can make more sense than the gc_present266
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as we evaluate the degree of spatial continuity in the projection period and267

not in the calibration period.268

2.3.2 Experiments269

The evaluation of the combination approaches is performed based on two ex-270

periments:271

1. An idealized perfect model experiment where we select one model as a ref-272

erence that we try to reconstruct with the other models. In particular, this273

allows us to test the robustness of the different combination approaches274

under climate change. Here, the different combination approaches are cal-275

ibrated on the historical period 1979-2008 and evaluated on a future pe-276

riod 2071-2100 as projected by the rcp85 scenario. Although we do not277

use observational data as reference, this experiment can be justified under278

the “models are statistically indistinguishable from the truth” paradigm.279

Indeed, in this paradigm, the truth and the models are supposed to be280

generated from the same underlying probability distribution (e.g., Ribes281

et al., 2016). This means that the role of “truth” and a “model” can be ex-282

changed without modifying the underlying probability distribution. Hence,283

an approach based on the “models are statistically indistinguishable from284

the truth” paradigm should also work when any model is considered as285

the reference. In our experiment, each model is used once as a reference.286

The combination approaches are thus tested on a variety of possible ref-287

erences, encompassing cases where the truth is either in the center of the288

multi-model distribution or far in the tail.289

2. An experiment where we use the ERA5 reanalysis data as reference. This290

experiment is more realistic as reanalyses assimilate observations. While291

the perfect model experiment makes sense in “the models are statistically292

indistinguishable from the truth” paradigm, it does not directly give an in-293

dication about the combination performances when trying to reconstruct294

the true multi-decadal average field since the position of the truth in the295

multi-model distribution is unknown. The drawback of working with obser-296

vations is that observational records are relatively short. Thus, the perfor-297

mances of the combination approaches are assessed on a projection period298

close in time to the calibration period. Consequently, the robustness of a299

combination approach to a strong evolution in the climate can be difficult300

to deduce from this experiment. In this case, the calibration period is de-301

fined as 1979-1998 and the projection period as 1999-2019. Hence, changes302

in the multi-decadal average fields between the two periods are likely to be303

relatively small.304

The ERA5 experiment assesses the performance of the combinations ap-305

proaches on very short-term projections where the main source of uncertainty306

is the internal variability of the climate. Contrastingly, the perfect model ex-307

periment assesses the performance of long-term projections where the main308

uncertainties are related to the multi-model spread in the climate projections.309
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2.3.3 Evaluation metrics310

In both experiments, the combination approaches are evaluated on two aspects,311

the biases and the spatial gradients:312

1. The biases reflect the local error of a combination approach with respect313

to the reference ref , quantified by the mean absolute error (MAE). It is314

calculated by averaging the absolute value of the bias at each grid point:315

MAEb(f) =
1

#P

∑

p∈P

∣

∣Xp(fp)− refp
∣

∣ (6)

where # denotes the cardinal number of a set. Note that, for a given316

GC combination, MAEb is simply the data cost on the projection period317

normalized by the number of grid points #P .318

2. A spatial gradient is defined as the difference of values between one grid319

point and one of the adjacent grid cell. The spatial gradients are used to320

determine whether the combination approaches represent well the spatial321

distribution of the reference. Indeed, GC approaches can introduce spatial322

discontinuities since their results are a patchwork of models. Additionally,323

MMM approaches can be expected, by construction, to have smoother324

results, and thus gradients smoother than the reference. Overall, the ability325

of the approaches to reproduce the spatial gradients of the reference is326

evaluated in terms of mean absolute error (MAE):327

MAEg(f) =
1

#P

∑

p∈P

MAE(p)
g (7)

where:328

MAE(p)
g =

1

#Np

∑

q∈Np

∣

∣

(

Xp(fp)−Xq(fq)
)

−
(

refp − refq
)
∣

∣ (8)

and Np denotes the grid points adjacent to the grid point p. Note329

that MAEg is not independent of MAEb. When MAEb(f) = 0, then330

MAEg(f) = 0.331

3 Results332

3.1 ERA5 experiment333

In this section, we examine the performance of the various combination ap-334

proaches in reconstructing the 1999-2019 multi-decadal average of ERA5 sur-335

face temperature (TAS, in K) and total precipitation (PR, in mm/day). For336

conciseness, we will thoroughly present the results for TAS and only point out337

notable results for PR. The performance is evaluated in terms of biases and338

spatial gradients. As a reminder, all multi-model approaches except gc_future339

and om_future are calibrated during the period 1979-1998 and evaluated dur-340

ing the period 1999-2019.341
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3.1.1 Reconstruction of TAS342

Fig. 2 shows the labeling obtained for the four graph cuts approaches.343

gc_present, gc_hybrid and gc_future show very similar labelings. This can344

be explained by the fact that, for all models and for the reference, the multi-345

decadal average of the TAS fields does not change much from 1979-1998 to346

1999-2019. The labeling obtained with min_bias is noisier, with significant347

variability in the labels between adjacent grid points. However, the histogram348

of labels used is more uniform than in the other GC approaches (Fig. 3).349

For instance, for gc_present, gc_hybrid and gc_future, MPI-ESM-LR is the350

most used model and is attributed to more than 15% of the grid points. For351

min_bias, each model is attributed to about 5% of the grid points. It suggests352

that all models have some value when considering only the bias at the grid353

point scale: for each model, there is a grid point where the absolute bias with354

respect to the reference is the minimum.355

It is noted that gc_present is not informed by climate projections, there-356

fore it is not deemed relevant for practical purposes. Hence, in the following357

(including in the perfect model experiment), we will not present further re-358

sults in terms of maps for gc_present, especially as gc_present is similar to359

gc_hybrid in terms of biases and is most of the time between min_bias and360

gc_hybrid in terms of spatial gradients (not shown).361

All approaches show similar structures of biases (Fig. 4). In general, we362

observe negative biases over the Arctic Ocean and over Africa and positive bi-363

ases over Antarctica, the Southern Ocean and upwelling areas. The differences364

between the approaches are more related to the intensity of the biases than to365

their spatial structure. The MMM-based approaches (mmm, om_present and366

om_future) perform poorest (MAEb of 1.18, 0.99 and 0.98, respectively). The367

results for om_future show that using a global weight for each model is not368

sufficient to reconstruct the local distribution of temperature. gc_present and369

gc_hybrid have similar performance (MAEb of 0.71 and 0.72). gc_future has370

the second best result (MAEb=0.56) behind min_bias (MAEb=0.46). This371

can be surprising as gc_future has been calibrated on the projection period,372

but it probably suggests that the bias with the reference does not change373

much between the calibration and projection period. Out of all approaches,374

min_bias is the approach with the noisiest spatial pattern of bias, which is375

expected as it does not consider spatial continuity.376

In terms of spatial gradients, all approaches exhibit similar patterns of377

differences with the reference (Fig. 5). Strong disparities with the reference378

are located in continental areas, in particular in regions with high reliefs. The379

main difference between the approaches is the intensity of these differences.380

All approaches except min_bias show similar performance (MAEg ∼ 0.42).381

min_bias has the best performance by quite a large margin (MAEg=0.33).382

For min_bias, the pattern of discrepancies is noisy, with a large number of383

grid points having MAE
(p)
g close to zero. Contrary to others approaches, there384

are differences in the spatial gradients in the oceans, but their intensities are385

low.386
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It is worth noting at this point that good results on the period 1999-387

2019 do not imply that the projections at the end of the century are also388

of good quality. While the patterns of temperature projected for 2071-2100389

are quite similar among the different approaches (Fig. S1), only gc_present390

and min bias do not fully respect the latitudinal gradient of temperatures391

and exhibit temperatures at 90 degrees north being higher than at 70 degrees392

north, which seems non-physical. Hence, even though min_bias shows the393

best results both in terms of both bias and spatial gradient for 1999-2019,394

projections made with the min_bias approach for end of the century can395

lack robustness. The constraint brought by the smooth energy appears to help396

producing more robust projections. Other differences between the combination397

approaches occur near the ITCZ. In this region, gc_hybrid is closer to mmm398

and min_bias is closer to om_present.399

3.1.2 Reconstruction of PR400

Similar conclusions can be reached for the reconstruction of PR. The spatial401

patterns of biases and errors in the gradients are similar among the different402

approaches (Fig. S2 and Fig. S3). Errors in terms of biases and spatial gradients403

are more important around the ITCZ. In this region, discrepancies in the404

gradients appear at the boundary between regions of negative and positive405

biases. In terms of spatial gradients, all methods have similar performance but406

in terms of bias, GC approaches exhibit better results, especially min_bias407

(Table 2). For the projections at the end of the 21st century, mmm exhibits408

an increase in precipitation near the ITCZ whereas other methods show more409

nuanced patterns with a few regions in the ITCZ where precipitation decreases410

(Fig. S4).411

3.2 Perfect model experiment412

In this section, we present the results of the perfect model experiment. Since413

for a given reference, the evaluation procedure is the same as the one employed414

in the ERA5 experiment, we will only present the results summarized over all415

reference models. As for the ERA5 experiment, the combination approaches416

are evaluated for TAS and PR in terms of biases and spatial gradients. As417

a reminder, all combination approaches except gc_future and om_future are418

calibrated on the period 1979-2008 and evaluated on the period 2071-2100.419

3.2.1 Summary of TAS reconstruction420

Here we examine the results obtained once every model has been used as a421

reference for the variable TAS. Results in terms of biases are summarized422

in Fig. 6. Depending on the reference, the performance of the different ap-423

proaches in terms of MAEb varies substantially. Additionally, from one refer-424

ence to another, the ranking of the approaches can be quite different; we can425
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however distinguish trends. For all references, gc_future has the best perfor-426

mance, often by a large margin: this is expected since it is calibrated on the427

projection period. The second best performance is achieved by om_future,428

which is also calibrated on the projection period. The gap between gc_future429

and om_future shows that having one unique and global weight per model is430

sometime not enough to reconstruct the multi-decadal mean temperature. It431

is also interesting to note that when CCSM4 or CESM1-BGC are used as ref-432

erence, om_present and om_future reach the same level of performance, and433

gc_hybrid is not too far behind. However, the results of om_present highly de-434

pend on the reference. On average, the worst results are obtained with mmm.435

The graph cuts approaches, min_bias, gc_present and gc_hybrid, tend to436

perform similarly. The median of the MAEb is slightly better for gc_hybrid,437

but the variability of MAEb is higher than for min_bias and gc_present. Over438

all references and on average, the combination approaches have more difficul-439

ties estimating the temperature multi-decadal average in the Arctic Ocean and440

on the continents (Fig. S5).441

Results in terms of spatial gradient are summarized in Fig. 7. The worst442

results are obtained with the min_bias approach, as expected since there is443

no constraint on the spatial consistency in the labeling selection. The sec-444

ond worst results are obtained by gc_present. It is understandable since the445

smooth energy is not optimized on the projection period. The five remaining446

approaches have comparable performances. In average, there is a slight ad-447

vantage for om_present and om_future. There are cases where om_present448

performs better in terms of spatial gradient than om_future. It can be ex-449

plained by the fact that even if om_future is calibrated on the projection450

period, the weights are chosen to only minimize the bias without accounting451

for the spatial gradients. Hence, there are cases when minimizing the bias de-452

grades the spatial gradients. gc_future is only the third best approach despite453

being calibrated directly on the projection period, and despite using the knowl-454

edge of the reference in the future. It suggests that for very smooth fields such455

as the multi-decadal mean of TAS, patching models together incurs a loss in456

terms of spatial gradient compared to MMM approaches, especially if the spa-457

tial gradients are already well represented in the individuals models. Over all458

references and on average, the spatial gradients in mountainous regions are not459

well reproduced by any of the combination approaches (Fig. S6). This suggests460

that the models exhibit large discrepancies in those areas. Those are also the461

areas where gc_hybrid, gc_future, and om_present show small improvements462

compared to mmm.463

3.2.2 Summary of PR reconstruction464

For PR, results are similar to TAS in terms of bias in the sense that GC465

approaches (with the exception of min_bias) tend to have smaller biases466

than comparable MMM approaches(Fig. 8). The difference in bias is how-467

ever clearer than for temperature since all GC approaches give better results468

than om_future. In terms of spatial gradients, om_present and om_futur469
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give slightly better results than gc_hybrid and gc_future (Fig. 9). As in the470

ERA5 experiment, all methods have difficulties reconstructing the region of471

the ITCZ, both in terms of biases (Fig. S7) and of spatial gradients(Fig. S8).472

4 Conclusions and Discussion473

In this paper, we introduced the Graph Cuts (GC) algorithm (e.g., Kwatra474

et al., 2003; Boykov and Funka-Lea, 2006) as an alternative to multi-model475

means (MMM) to extract the robust signal of climate change in a multi-model476

ensemble. The GC was used to estimate the multi-decadal mean field of a477

climate variable. GC approaches distinguish themselves from the traditional478

MMM based approaches that are widely used in the literature. Indeed, the GC479

approaches construct their estimations by selecting at each grid-cell the value480

of the ensemble member that is considered the best, i.e., the member that481

minimizes the bias and maximizes spatial consistency. Hence, it can be seen482

as a particular case of a MMM approach using local weights for the models.483

In the case of the graph cuts, the weight of a given model at a given location484

is simply either equal to 1 or 0.485

We have evaluated the ability of GC approaches to predict the multi-486

decadal mean of a climate field (TAS or PR). The performances of GC ap-487

proaches were compared to three MMM approaches with global weights: mmm488

where each model has the same weight; om_present and om_future where the489

weights of each model are respectively calibrated based on the model biases in490

the calibration period and projection period.491

Performances were assessed based on two experiments: one using ERA5 re-492

analyses as the reference and another one based on a perfect model experiment493

setting. The results of the ERA5 experiment showed that when the climate494

does not evolve much between the calibration and projection periods, GC ap-495

proaches perform better in terms of biases and have a similar performance to496

mmm in terms of spatial gradients. In this experiment, the best results were497

obtained by far by the min_bias approach, both in terms of bias and spatial498

gradients. This approach simply selects, for each grid point, the value of the499

model with the minimum bias in the calibration period. We explain the good500

performance of min_bias by the fact that the climate can be considered al-501

most stationary between periods 1979-1998 and 1999-2019. When the labeling502

given by min_bias is used for long term projections (2071-2100), it can lead503

to non-physical results. In the case of temperature, the latitudinal gradients of504

temperature are for instance not totally reproduced. Hence, this experiment505

did not allow us to assess the usability of the GC approaches for long-term506

projections.507

Long-term projections were assessed with a perfect-model experiment,508

where all models were in turn used as reference. Results for TAS and PR509

showed that the best GC approach usable in practice is gc_hybrid. Compared510

to min_bias, the spatial consistency constraint brought by the smooth energy511

significantly improves the robustness of gc_hybrid. In general, the biases are512
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more consistently reduced with gc_hybrid than with mmm. Depending on513

the reference selected, results of om_present were sometimes better than the514

gc_hybrid, but were sometimes the worst of all methods. The performance of515

om_present is thus less consistent. However, the gain obtained by gc_hybrid516

in terms of bias is also associated with a small loss in terms of spatial gradi-517

ents compared to om_present. The comparison of om_future with gc_future518

shows that having only one global weight per model is not flexible enough to519

reconstruct the multi-decadal average of a field.520

In both experiments involving GC, the results showed that every model521

was used in the reconstruction of the multi-decadal mean field. It indicates522

that every model can bring a meaningful contribution to some regions where523

its bias is lower than that of other models. Overall, our results show that524

GC based approaches provide an interesting way of using MME and are525

complementary to MMM approaches.526

527

The GC approaches were introduced in this paper mainly as a proof of528

concept and could benefit from several improvements:529

– One of the most important improvements would be to associate a degree530

of confidence or uncertainty to the reconstructed maps. This work would531

require additional hypotheses and to develop further the underlying statis-532

tical formulation of the GC approaches.533

– When determining the labels in the GC approaches, the bias (data energy)534

and spatial consistency (smooth energy) have the same weight in the energy535

function. The performance of the GC approaches could be further improved536

if these weights could be optimally select. In the same idea, depending on537

the objectives when applying a model combination with a GC approach,538

such weights can be arbitrarily fixed: a practitioner more interested in539

preserving a spatial smoothness of the results than in the bias minimization540

would give a higher weight to the smooth energy than to the data energy,541

and conversely.542

– In this paper, we observed that the labelling obtained for TAS and PR543

are different. To make consistent projections across different variables, the544

energy function could be defined such that the multi-decadal mean of TAS545

and PR are reconstructed together, resulting in a single labeling. More546

generally, the GC approach could be applied in a multivariate way, i.e., to547

more than one variable at the same time.548

– Here, we run the GC algorithm on 2D maps without using the spherical ge-549

ometry of the Earth. In particular, neighborhoods of grid points across the550

Greenwich meridian or across the poles are not considered. Additionally,551

in the GC procedures and in our evaluations, all grid points have the same552

weight despite covering different areas. This will need to be addressed in553

future implementations.554

– We applied the GC approaches directly to model outputs. Before using555

GC approaches, model simulations could first be bias-corrected. Assessing556



Combining GCMs using graph cuts 15

the influence of bias correction on the multi-model combination approaches557

could be an interesting line of research.558

– Finally, while we only demonstrated the GC approaches based on multi-559

decadal means, the applicability of the method should be tested other560

statistics (e.g., variance, extremes, etc.) or on different integration periods,561

such as to produce seasonal maps.562

To conclude, GC is a promising method for applications to climate models563

combination, which we only start exploring in this paper.564
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Institute Model Runs
BCC bcc-csm1-1-m r1i1p1
BNU BNU-ESM r1i1p1
CCCma CanESM2 r1i1p1
CMCC CMCC-CESM r1i1p1
CNRM-CERFACS CNRM-CM5 r1i1p1
CSIRO-BOM ACCESS1-0 r1i1p1
CSIRO-QCCCE CSIRO-Mk3-6-0 r1i1p1
FIO FIO-ESM r1i1p1
INM inmcm4 r1i1p1
IPSL IPSL-CM5A-LR r1i1p1
MIROC MIROC-ESM r1i1p1
MOHC HadGEM2-CC r1i1p1
MPI-M MPI-ESM-LR r1i1p1
MRI MRI-CGCM3 r1i1p1
NASA-GISS GISS-E2-H r1i1p1
NCAR CCSM4 r1i1p1
NCC NorESM1-M r1i1p1
NIMR-KMA HadGEM2-AO r1i1p1
NOAA-GFDL GFDL-CM3 r1i1p1
NSF-DOE-NCAR CESM1-CAM5 r1i1p1

Table 1: List of CMIP5 models and runs used

Approach MAEb MAEg

mmm 0.46 0.18
om_present 0.39 0.17
om_future 0.38 0.17
min_bias 0.22 0.16
gc_present 0.32 0.18
gc_hybrid 0.32 0.18
gc_future 0.23 0.17

Table 2: Performance metrics of the different combination approaches used
to reconstruct the multidecadal mean of PR during the period 2000-2019.
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Fig. 2: Maps of models selected at each grid point for the reconstruction of
TAS in the ERA5 experiment. Each map represents the labeling obtained for
one of the GC approach: (a) min_bias, (b) gc_present, (c) gc_hybrid, (d)
gc_future.
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Fig. 4: Maps of biases with respect to the reference ERA5 for the different
combination approaches used to reconstruct the multi-decadal mean of TAS
over the period 1999-2019. Note that the color scale is not linear (arctangent
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Fig. 6: Summary plot of the MAEb obtained in the perfect model experiment
for the variable TAS and computed over the projection period 2071-2100. The
abscissa axis indicates the model used as reference.
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Fig. 7: Summary plot of the MAEg obtained in the perfect model experiment
for the variable TAS computed over the projection period 2071-2100. The
abscissa axis indicates the model used as reference.
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Fig. 8: Summary plot of the MAEb obtained in the perfect model experiment
for the variable PR and computed over the projection period 2071-2100. The
abscissa axis indicates the model used as reference.
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Fig. 9: Summary plot of the MAEg obtained in the perfect model experi-
ment for the variable PR computed over the projection period 2071-2100. The
abscissa axis indicates the model used as reference.
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