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Abstract

Palpation localization is essential for detecting physiological param-
eters of the radial artery for pulse diagnosis of Traditional Chinese
Medicine (TCM). Detecting signal or applying pressure at the wrong
location can seriously affect the measurement of pulse waves and
result in misdiagnosis. In this paper, we propose an effective and
high accuracy regression model using 3-dimensional convolution neu-
ral networks (CNN) processing near-infrared picture sequences to locate
radial artery upon radius at the wrist. Comparing with early stud-
ies using 2-dimensional models, 3D CNN introduces temporal features
with the third dimension to leverage pulsation rhythms. The model
had achieved superior performance accuracy as 0.87 within 50 pixels
at picture resolution of 2048*1088. Model visualization shows that the
additional dimension of the temporal convolution highlights dynamic
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changes within image sequences. This study presents the great poten-
tial of our constructed model to be applied in real wrist palpation
location scenarios to bring the key convenience for pulse diagnosis.

Keywords: 3D CNN, palpation localization, temporal convolution, video
analysis, Traditional Chinese Medicine

1 Introduction

Radial artery pulse diagnosis is an indispensable part of the principle 4-
methods of diagnosis in Traditional Chinese Medicine (TCM) [1, 2]. It provides
with rich physiological information for health evaluation of patients [3], and is
regarded as an important tool in non-invasive diagnostic practice [4]. However,
the localization of radial artery pulse, divided into ’Cun’(Inch), ’Guan/G-
wan’(Bar), and ’Chi’(Cubit) in TCM [5], relies heavily on the doctor’s personal
experience currently. This has disadvantages of low efficiency or poor repro-
ducibility [6]. Techniques for accurately, automatically and efficiently locating
these three important radial pulse positions can make great contributions for
modernization of TCM diagnosis.

Several advanced methods have been used to objectively locate radial
artery. One example is to use tactile sense or pressure sensor array[7, 8], but it
suffers from low positioning accuracy [9] which relies on the sizes and confor-
mity of sensors [10, 11]. Another study performs non-contact image detection,
locating radial artery using thermal imagery [3]. This approach prevents direct
contact, however, it depends on the sensitivity of an infrared thermal imag-
ing equipment. Individual variations in the shape of the wrist can also cause
irreducible deviations. This paper proposes video location method based on
deep learning models, hoping to reduce installation cost while improve location
accuracy and repeatability.

Video analysis for localization has been increasingly used to detect position
of the monitored object. Related studies include finding object’s boundaries
[12], detecting stellar position[13], as well as locating human position in com-
plex real-life scene[14]. For medical applications, videos are also used for
non-contact monitoring of vital signs[15], monitoring of blood perfusion in
free flaps [16], and detection of muscle tension dystonia [17] etc.. Contraction
and relaxation of the heart’s ventricles produce rhythmic circulation changes,
which are reflected in such blood volume waveform. In fact, “Guan” of wrist
pulse positions has the most obvious periodic beating signal, and studies have
shown prominent periodic pulsation signals detected around “Guan” in videos
[18, 19]. We propose for the first time to use video analysis combined with vital
signal to directly locate “Guan” TCM pulse positions of the radial artery.

In this study we evaluate deep learning models for video analysis in locating
the position of the radial artery. Convolution neural networks (CNN) is usually
applied to automatically and adaptively detect spatial hierarchies of features
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[20] and has already been widely used in the medical field in recent years [21].
Our earlier study has achieved advanced accuracy by using 2-dimensional CNN
model with image resolution of 1024*544 [19]. However, this resolution is rela-
tively low, and the 2D CNN method extracts information from a single picture
with only spatial rather than temporal patterns. We introduced 3-dimensional
CNN model [22], which has 3D convolution kernel and learns information not
only from spatial but also temporal features by analysing the relationship
between image sequences. In fact, 3D CNN has been used both in the classi-
fication task[23] and the regression task [24] in medical image detection with
convincing performance achieved. We hope to make use of information from
rhythmic pulse beating process as the typical temporal information at high
resolution of 2048*1088.

The main contributions of this paper consist three parts: 1) We constructed
wrist image dataset of our own, which contains near 500 different labels of
TCM pulse localization. 2) We proposed an advanced way to construct model
of 3DCNN by adding temporal rhythms, and to improve object localization
accuracy. 3) We optimized the structure of the traditional CNN model by
ablation experiments, and explained the effectiveness of this model from the
perspective of model’s visualization.

The rest of this paper is organized as follows: section 2 introduces our
experiment works, include how we collect and pretreatment the data; Section 3
shows the method of model’s construction; Section 4 reports the results based
on the proposed 3DNIF model; Section 5 shows the discussion Section 6 shows
the conclusion finally.

2 Methods

In order to improve the accuracy of palpation localization, we propose an
advanced localization model based on 3D convolutional neural network and
applied to infrared video of radial artery. The 3D convolution kernel is intro-
duced to enrich model’s ability to extract spatial and temporal features from
circulatory pulsations. This can more accurately predict the location of the
radial artery in the wrist.

2.1 Data Acquisition

In our research, in order to erase the interference from environmental light
inference, the near infrared camera from HIKVISIONH MV-CA050-20GN was
used for collecting high quality wrist video of volunteers’ forearm (Fig.1). In
this study, we recruited a total of 50 people to participate in data collection.

During experiment, the distance from camera to wrist was set to approx-
imately the same, and the resolution of each video is 2048*1088. For each
volunteer, any obvious bracelet in the wrist was asked for removal, and there
was no scar on the wrist. 10 different inclination degree of forearm position
were obtained, and each position was recorded for 8 seconds at 30 frames per
second. Moreover, for each recording video, volunteer’s radial artery location
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Fig. 1 The infrared camera from HIKVISIONH MV-CA050-20GN and the video type it
collects.

was checked by the experimenter and presenting pixel was recorded. All pro-
cedures performed in studies involving human participants were in accordance
with the ethical standards of the Ethics Committee of Fudan University School
of Life Science and with the 1964 Helsinki declaration and its later amendments
or comparable ethical standards.

2.2 Data Preprocessing

The frequency of the artery pulsation is 60-100Hz, which means it can contain
at least 2 periods for each 2 seconds. To reduce the computation complex,
we selected 2 seconds (60 frames) from each recording as the video for model
training. Each pixel range from 0 to 255 at recording, and we use zero-mean
normalization (z-score) to normalize pixels at each video frame. In this part,
both frame reducing and normalizing can help to reducing over-fitting during
the training period and reduce computational redundancy. Here shows the
function of z-score(1), x̂ is the mean value of input data, σ is the standard
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deviation of input data.

z − score(x) =
x− x̂

σ
(1)

2.3 Design and setting of the Localization Networks

To increase the location accuracy by adding temporal information, 3D convolu-
tion kernels are presented at the convolutional feature map to extract features
from local neighborhood. Therefore, the value of unit at each 2D CNN posi-
tion(x,y) in the jth feature map in the ith layer[25], denoted as the function
of(2), is added with one more dimension, and the value of each 3DCNN posi-
tion(x,y,z) on the jth feature map in the ith layer is given by the function
of (3). We employ the Mean Squared Error(MSE) loss for measurement of
estimation differences (4):
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Loss(MSE) =

N∑

i

(yi − ŷi)
2 (4)

f(x) = max(0, x) (5)

We construct the model with the main structure as follows: input layer,
convolutional layers (3D-conv), pooling layer, fully connected layer, and output
layer (Fig.2). The proposed network contains 3 blocks and 2 fully connected
layers, each block contains a 3D convolution layer and a pooling layer. As
a kind of nonlinear down sampling, pooling layer can help model to lower
dimension, removing redundant information, compressing features, simplifying
network complexity. It greatly diminishes the number of parameters that need
to be optimized. For each layer, activation function is selected as Rectified
Linear Units (ReLU) (5) to introduce nonlinear calculating and increase the
expressive ability of model.

The rest part of 3D CNN networks is Fully Connected layer (FC layer),
whose activation function can be Relu normally. However, in our regression
task, the information feature extraction is mainly concentrated in the con-
volution layer, so we hope to reduce the network redundancy and accelerate
the network training by simplified fully connected layer. Compared with Relu,
linear function can be faster and higher efficiency.

3D-Unet based on 3D convolution kernel is also introduced to compare to
the proposed model. Through its unique U-shaped structure, the convolution
results of each layer are sampled down, sampled up and connected. The output
is a 2-dimensional graph, mapped to a two-dimensional matrix with the same
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Fig. 2 The whole structure of this 3DCNN network. Our proposed method is to deal with
input video by using 3D convolution kernel.

resolution as the input image. Then we extract the corresponding positioning
coordinates from the output image as the final resulted coordinates. This model
does not include a fully connected layer.

Finally, pixel distance is used as the evaluate metric, and the proportion
of videos whose predicted distance from the label is less than the threshold is
calculated as an evaluation index (7).

Ni = {Vi, Vi[(yi − ŷi)
2 <= T 2]} (6)

Accuracy =
Ni

N
∗ 100% (7)

yi is the base truth of video Vi, (̂y)i is the prediction of model, where we set
threshold T , if (yi − ŷi)

2 <= T 2,Vi will belong to Ni which is the set of the
videos whose prediction is considered as accurate. N is the set of valid videos.
Threshold T will be set to 50,40,30,20.

3 Experiments

We have collected 500 videos from different people by infrared camera, each
video was labeled by professional physicians with location of radial artery.
Then 100 videos are chosen as valid set, the rest 400 video for training.
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Fig. 3 The prediction performance from 3DCNN model with different hidden layers. Red
point is the label pixel marked by experimenter, green point is prediction result

Table 1 Accuracy of 3DCNN in different number of filters

layers Filters 50 pixel 40 pixel 30pixel 20 pixel

3 256 0.76 0.51 0.35 0.20
3 128 0.75 0.49 0.35 0.19
3 64 0.63 0.47 0.37 0.18
3 32 0.79 0.52 0.37 0.25
3 16 0.71 0.53 0.38 0.21

3.1 Ablation Study

Performance of the 3D CNNmodel is tested by adjusting different hyperparam-
eters. First of all, we have tested the infulence of the number of convolutional
layers (Fig. 3). The result show that best performance is shown when the layer
number is selected as 3. We keep the layer number as 3, and adjust the num-
ber of filters by using the controlled variable method. Best performance and
the accuracy are shown when filter is equal to 32 (Table 1). Then, we also con-
trol the layer number and the filter number, to test the influence of the size of
convolution kernel filters. Results show that 15*3*3 and with dropout method
are best according our experiment (Table 2).
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Table 2 Accuracy of 3DCNN in different kernel size

kernel 50pixel 40pixel 30pixel 20pixel Dropout

60*5*5 0.63 0.39 0.28 0.15 yes
60*3*3 0.79 0.52 0.37 0.25 yes
60*1*1 0.74 0.50 0.34 0.18 yes

30*3*3 0.75 0.54 0.38 0.17 yes
15*3*3 0.87 0.61 0.45 0.27 yes
15*3*3 0.81 0.56 0.34 0.22 no
8*3*3 0.78 0.59 0.31 0.20 yes

Table 3 Comparing with other classical networks

Threshold AlexNet Vgg16 Vgg19 3DCNN

50 pixels 72% 69% 74% 87%
40 pixels 57% 59% 57% 61%
30 pixels 37% 42% 35% 45%
20 pixels 15% 15% 18% 27%

3.2 Compare with 2D CNN

The extracted features from kernel convolution reflect information of the wrist
radial artery. We visualised each layer processing results to recognize model
effects. From left to right, they represent the output of first layer, second
layer and third layer, 2DCNN has already reflected much information learned
from the edge, contour, texture of the wrist. However, results are blurry, with
the edge overlapped with background and the contour indistinct. Overall, the
information of skin texture can be well reflected, but doesn’t make the wrist
artery and other parts obviously differentiated. We also tagged the relevant
filtering result using red rectangles, shown as Fig.4(a). With limited number
of red rectangles, result shows that 2DCNN can get limited useful information.
For 3D CNN with added temporal information, result shows that the rhythmic
pulsation presents at radial artery at wrist in a large portion of the filtered
results, shown as (Fig4(b)). Information with low correlation with frequency
was discarded reasonably, and this result helps to validate that 3D CNN can
extract targeted rhythmic features better than 2DCNN.

After we apply both 2DCNN and 3DCNN models to fit for radial artery
location at the wrist. Here is one example is as shown(Fig. 5), it shows that the
distance from the 3DCNN prediction point to the target point is closer than
the distance from the 2DCNN prediction point to the target point. Then, we
had compared the euclidean distance between models results and target labeled
point. It can be clearly seen from the figure that as the accuracy required for
positioning gradually increases, 3DCNN model has obviously higher accuracy
than the 2DCNN model.

3.3 Compare with 2D Classical Networks

Expect our earlier developed 2DCNN model, we also compare the proposed
3DCNN method with classical networks for object detection such as AlexNet,
VGG16, and VGG19. Due to the input of these networks model requires small
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(a) The outputs of each convolutional layer from 2DCNN

(b) The outputs of each convolutional layer from 3DCNN

Fig. 4 Outputs of each convolutional layer between 2DCNN model and 3DCNN model.
From left to right, they represent the output of first layer, second layer and third layer. The
light area demonstrates localised features that the model learned, and the red rectangles
emphasize desired information detected at each convolutional layer.

size (224*224), we resize the images before feeding to networks for pulse local-
ization. After the training, we expand the size proportionally to find detecting
pixel locations. Results show that 3DCNN model outperformed other models
in all distance thresholds, as Table 3 showing the localization examples and
(Fig. 6) showing the pulse localization results comparison.
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Fig. 5 The prediction performance between 2DCNN model and 3DCNN model. Red point
is the label pixel marked by experimenter, green point is prediction results from 2DCNN,
blue point is prediction results from 3DCNN.

Fig. 6 The prediction performance of each 2D Classical Networks. Red point is the label
pixel marked by experimenter, green point is prediction results from each model.

3.4 Compare with 3D-Unet Networks

To valid our model has unique performance, we introduce a 3D-Unet model
with convolution Kernels set as same type as the proposed 3DCNN model.
Results shows that 3D type model represented by both 3DCNN and 3D-Unet
have better performance than 2D type model, shown as Fig. 7. In the case
of same 3D convolutional, 3DCNN contains fully connected layers has higher
accuracy in radial artery locating than 3D-Unet.
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Fig. 7 Model comparison of 3DCNN with 3D-unet in different pixel distance.

4 Discussion

4.1 The Effection of Location

Palpation localization of radial artery is the foundation of pulse diagnosis
which is an indispensable part of the principle 4-methods of diagnosis in
Traditional Chinese Medicine. In this paper, We assess the effectiveness of
3DCNN on locating radial artery upon radius at the wrist by medical video
data from infrared camera. The traditional 2DCNN locating model focuses
on analyzing a single picture[26], by extracting spatial feature from convo-
lutional layers, 2DCNN can learn relevant spatial information features such
as wrist skin texture[27], therefore, for most standard groups, 2DCNN can
achieve nice localization results. However, from an anatomical point of view,
the interlaced meridians of the body’s wrists are complicated[28]. The rela-
tive position between the radial artery and the radius does not have a clear
distance range in space, such as Oblique flying pulse[29].In this special situa-
tion, the 2DCNN, which can only learn spatial information, shows its original
limitations[18]. In order to solve the problem of inaccurate positioning caused
by insufficient information extraction in 2DCNN, we increase the temporal
and spatial information by introducing a 3D convolution kernel The results
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show the comparison between the positioning prediction effect of 3DCNN and
2DCNN. In order to increase the credibility of the results, we also added four
additional sets of comparative experiments, including three classic models,
AlexNet[30],Vgg16[31],Vgg19[32], which have 2d convolution kernel structure
and 3D-Unet[33] that also has 3d convolution kernel structure. The result
shows that our proposed 3DCNN model on task of locating with improvements
of 20%, 12%,12%,9%,7% on 20pixels than 2DCNN,AlexNet,Vgg16,Vgg19,3D-
Unet, respectively. An improvement of 20% and 7% is achieved better than
2DCNN and 3D-Unet is significant. Because, in addition to 3D convolution
kernel, 2DCNN and 3DCNN are very similar in networks structure. Both 3D-
Unet and 3DCNN have 3D convolution kernel, but 3D-Unet has more complex
U-shaped network structure than 3DCNN, thereby it becomes a challenging
task to adjust the complexity of our model with in 3D convolution kernel.Even
in this rare case, we find that 3DCNN can provide more visually accurate
results. Therefore, we believe that our proposed architecture can serve as a
viable location tool for palpation localization of radial artery.

4.2 The Limitation of This Study and Further work

There is limitation in our study in this work. Fist of all, there was only 50
young people with 500 videos are used to train and verify the accuracy of the
system, all of them in the same age range at middle twenties. With the age
increasing, the human collagen will be losing, the skin becomes loose and the
pulsation of the wrist becomes emerge, so the radial artery position of the
wrist of the elderly is more easily detected[34], so it is not considered. And
all this test sample has standard BMI, and with high BMI subject, the skin
will be thicker[35], pulse beats information is getting difficult to be captured
by camera, incomplete training samples will greatly reduce the universality
of the model. Meanwhile, the detection accuracy of the system is affected by
the accuracy of the infrared camera[36] itself which including photosensitive
components, lens quality, color depth,. However, the higher the accuracy, the
higher the price of the infrared camera itself. In addition, on the algorithm
we have just discussed the difference between 3DCNN and 3D-Unet, the com-
parison model which contains 3D convolution kernel seems inadequate. At the
same time, limited by the memory of the original computer, when we com-
pared the effects of different neurons and neural network layers of 3DCNN on
the final result, we only performed a partial comparison. If you increase the
size of the data set, perhaps a deeper network structure can build a better
prediction model

In the future work, We will expand the dimension of the data set, so that
the training data of the model can cover more widely in terms of age, BMI
and gender. At the same time, we will increase budget in order to adopt more
precise and better quality near-infrared cameras to collect data. The last but
not least, we will further optimize the positioning algorithm, on the basis of
3D structure, deep exploring the network structure of this model. In addition,
other algorithms with the same 3D structure beside 3d-Unet Will be included
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in the comparative experiment,and the results will be reported promptly in
the near future.

5 Conclusion

In this paper, a new approach of using 3DCNN networks was explored to
automatically and accurately find radial artery from wrist video. The core
idea is to convolve the input image sequence by 3D convolution kernel .This
proposed model makes full use of the abundant temporal information contained
in radial artery pulsation. The ablation study shows that best performance
at network structure of layer number as 3, the size of kernel as 15*3*3. For
different distance threshold setup, our model performs with accuracy as 0.87 at
50 pixels, accuracy as 0.61 at 40 pixels, accuracy as 0.45 at 30 pixels, accuracy
as 0.27 at 20 pixels, when resolution are 2048*1088. Meanwhile, this paper
shows the advantages of 3DCNN not only from the results, but also in the
principle of filtering process. In addition, we showed that 3DCNN can be easily
scaled for improved performance.In the future, we will continue this research
work by collecting further labeled videos to improve and increase the model
robustness and trying to fuse models to improve the accuracy and precision.
By extending this research, the authors wish to achieve a valuable impact on
development of Traditional Chinese Medicine.
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